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Abstract

Experiments have been performed which measured global absorption and thermal efficiency of
laser sustained hydrogen plasmas for the first time. Results include global absorption as high as
90% and thermal efficiency as high as 80%. These results validate laser propulsion as a feasible
orbital transfer technology.

A kinetic nonequilibrium model of laser sustained hydrogen plasmas has been formulated and
solved. This model is the first of its kind and includes a discretized beam raytrace with a variable
index of refraction based upon plasma electron number density. Model results have compared
favorably with experimental results and the model has been used to provide predictions of LSP
performance well outside the realm of experiments. Multiple model solutions have been abtained
which are dependent upon initial conditions. No significant kinetic nonequilibrium was observed
in LSP core regions for incident powers up to 700 kW. Beam refraction by the LSP has been
observed to have a major effect on LSP performance.

The methodology formulated in this document has direct applicability to two temperature

modeling of arcjet plasmas, work which is currently underway at UIUC.
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1. Introduction

This work is presented as a two part study of hydrogen laser sustained plasmas. Following the
introductory chapter in which the fundamentals of laser propulsion and laser sustained plasma
(LSP) behavior are explained, the results of experiments measuring LSP performance are
presented. The rest of the work is comprised of the formulation of the generalized non-LTE
model, and the formulation and solution of the simplified kinetic nonequilibrium mode! which were
subsequently developed to extend the realm of possible operating conditions beyond those possible
in the laboratory.

The main text has been written to allow the reader to assimilate the main ideas presented without
getting bogged down in the details. However, for completeness, all the details of the experiments
and the model have been presented as a series of appendices after the main text

1.1 Laser Propulsion

The basic premise of all rocket propulsion systems is to heat a propellant which can then be
expanded from a pressurized chamber through a nozzle to produce thrust. Variations of the
method used to heat the propellaut are what constitute the different categories of rockets.
Regardless of the type of rocket being considered, certain relations between performance
parameters are generally valid. Using these relations as reference, the relative advantages and
disadvantages of rocket systems can be compared.

The thrust produced by a rocket of any type can be written in terms of the propellant mas; flow

rate, m, and the propellant effective exhaust velocity, C, as:

Thrust = m C (Newtons) (1.1)
where U s defined by:
C=Ue+(—p¢-—f:“& (m/s) (1.2)
m

in which U, is the propellant exhaust velocity, P, is the nozzle exit pressure, P, is the ambient
pressure of the nozzle surroundings, and A, is the nozzle exit area.

If the specific impulse, I, is defined as a constant times thrust per unit mass flow, given by:




[ ]

p =‘g% (seconds) (1.3)

where gg is the acceleration of gravity at sea level, the thrust may be written:
Turust = m golsp (Newtons) (1.4)
Specific impulse is a measure of the efficiency of the thrust produced (thrust force per unit
weight flow) and is directly related to the vehicle velocity increment during thruster operation.
Neglecting the effect of ambient pressure, it is easy to show that the specific impulse (or

normalized exhaust velocity) can be calculated from the change in enthalpy from the rocket

chamber to the exhaust exit plane as:
1 24RT 0@_(%)(7-1)/7)
Iip=— seconds 1.5
SP” gy (1) MW ( nds) (1.5)

where MW is the propellant molecular weight, R is the universal gas constant, T is the chamber
stagnation temperature, Py is the chamber stagnation pressure, and 7 is the ratio of specific heats.
It is obvious that a high chamber propellant temperature and a low propellant molecular weight are
desirable to maximize specific impulse.

If a conversion efficiency 7 is defined as the efficiency between the power input (whether in the
form of chemical energy or an external power source) to the system and the kinetic energy of the
exhaust propellant, it can be shown that the relation betweer. thrust, specific impulse and input
power is given by:

Thrust %:gﬂ (Newtons) (1.6)

For the purpose of this discussion rocket propulsion systems can be broadly classified as either
chemical or electric. Chemical rockets operate by burning a fuel, either solid or liquid, which is
then used as propellant. These systems are capable of producing tremendous amounts of thrust
limited only by the amount of propellant that can be passed through the system, however they
typically produce low specific impulses with an upper limit of approximately 450 seconds. The
theoretical chamber temperature in such a system can be as great as 4400 K, and the molecular

weight of the propellant ranges between 8.9 and 29.3 kg/kg-mole depending on the fuel (Sutton,




1986, p. 140). Despite their limited specific impulse, chemical rockets are the system of choice
for the purpose of boosting payloads from the earth's surface.

Electric thrusters generally utilize the energy of an external field to heat a propellant. Although
low molecular weight propellants can be used to maximize the specific impulse, electric propulsion
systems are thrust limited as is evident from equation (1.6). This is because the power source for
an electric propulsion system would necessarily be a lightweight generator carried onboard the
vehicle.

Laser rocket propulsion is a concept wherein propellant is heated through absorption of a
remotely based laser beam. The motivation for the development of such a system was to utilize the
best aspects of both chemical and electric propulsive systems. Some advantages inherent to such a
system become immediately apparent. First, the power source is not carried onboard the vehicle so
the power input to the propellant is not limited to the output of a given class of generator. Second,
the propellant can be chosen to minimize molecular weight (hydrogen) and thereby maximize the
specific impulse. With the combination of these two factors, laser propulsion systems are
theoretically capable of producing moderate thrusts (> 1 kN) with specific impulses in excess of
1000 seconds for 10 MW input power. This type of performance makes laser propulsion an
excellent choice for orbital transfer missions.

However, problems exist in the coupling of the beamed energy and the propellant. The primary
mechanism for laser absorption is inverse bremsstrahlung in which a photon is absorbed by an
electron in the presence of a third particle which carries off excess momentum. Without some
initial source of electrons the beam would not be absorbed and would pass through the propeliant
unattenuated. If electrons are somehow supplied to the region of the laser beam focus, absorption
will occur and the electrons will quickly become extremely hot. Collisions of the heated electrons
with gas molecules then heats them and further causes molecular dissociation and ionization which
produces more absorbers and heated heavy species. The mixture of charged and neutral species
which results is called a plasma. Throughout these events, the electrons and the excited heavy

species also radiate energy which may be reabsorbed or lost to the surroundings. If the rate of




ionization is sufficiently high to balance recombination, radiation, and diffusion losses, then the
absorption of power is self-sustaining.
1.2 Effects of Control Parameters

On a macroscopic level, a laser beam is focused into a flow chamber from the upstream to
downstream direction, or in other words in the same direction as the propellant flow. The plasma
that forms in the beam will physically adjust its position in the propellant flow and the focused
beam where a balance exists between power absorbed from the beam and power lost to the
propellant. Unfortunately, this power balance cannot always be maintained, and the plasma may
not always be stable.

Physically, the LSP acts much like a very hot semi-porous bluff body within the propellant flow
(Eguiguren, 1989). Propellant approaching the plasma from upstream undergoes a drastic
reduction in density accompanied by an acceleration through and around the plasma. For the
purpose of this discussion, the plasma wave front may be simply defined as the leading edge of the
plasma, although where the plasma begins is not always clear. Although a stable LSP is stationary
in the laboratory frame with respect to an external observer, the LSP wave speed is a useful
concept which may be used to describe the speed of the incident propellant for which the LSP is
stable. All stable LSPs must exist with the plasma wave front upstream of the laser focus, and the
plasma wave speed matching the incident propellant speed. If, for any reason, the LSP wave front
is downstream of the laser focus, it will either propagate forward upstream of the focus and
stabilize or propagate further downstream and extinguish.

Based on this simple explanation, many aspects of LSP behavior may now be explained.
Supposing that a stable LSP exists, there are five parameters which may be varied to alter the LSP
condition. These parameters are the incident laser power, the incident propellant mass flux, the
chamber ambient gas pressure, the beam focusing geometry, and the beam wavelength. A
perturbation of any of these parameters may cause the LSP power balance to be momentarily upset,

and the wave speed of the LSP wave front to not match the incident propellant speed. However,
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whenever possible, the LSP will shift position to reestablish tne power balance and match wave
speed with propellant speed.

As an illustrative example, consider the effect of a variation of incident beam power on a stable
LSP. An increase in incident laser power will cause an increase in power absorbed by the LSP
which will cause in increase in the LSP wave speed. In order to reestablish a power balance, and
because the LSP wave speed is higher than the incident propellant speed, the LSP will move
upstream. The LSP wave front will stabilize at a position upstream where the incident beam is less
focused, the local power absorption is less, and the LSP wave speed again matches the incident
propellant speed. A decrease in incident power would cause a decrease in the LSP wave speed.
The LSP will therefore be pushed downstream by the propellant. The LSP wave front will
stabilize at a position downstream closer to the focus where the local power absorption is higher,
and once again the power balance is restored. If the power flux at the focus is insufficient to
maintain the LSP power balance, then the LSP will continue through to the downstream side of the
focus where no position in the beam has sufficient power flux to stabilize it. The net effect is that
the plasma extinguishes, and the phenomenon is commonly referred to as blowout.

Following the arguments above, the effects of the other parameters may be briefly summarized.
An increase in gas pressure has the effect of raising the local absorption coefficient by raising the
local number density of electrons, and therefore raising the incident power absorbed. The result
would be an increase in LSP wave speed and a shift upstream to reestablish a power balance. A
decrease of gas pressure has the opposite effect, causing the LSP wave front to shift downstream
toward the laser focus to reestablish a balance. Once again, if the maximum power flux at the
focus is insufficient to stabilize the LSP wave fro;n, it will be pushed downstream of the focus
where it will extinguish. Variation of the laser wavelength also has the effect of altering the local
absorption coefficients so the effect is analogous to variation in the chamber gas pressure.

Variation in the gas flow rate also has a predictable result. A decrease in gas flow rate would
decrease convective loss from the LSP to the propellant and cause the LSP wave speed to be higher

than the propellant speed. The LSP wave front would shift upstream to reestablish a power




balance. Conversely, an increase in gas flow rate would increase convective loss to the propeliant
and force the LSP to shift closer to the focus to reestablish the power balance. This is where the
origin of the term blowout comes from, because if the mass flow rate is too high for stability, the
LSP wave front is pushed through to the downstream side of the focus and is effectively blown
out.

Variation of beam focusing geometry has a measurable effect on LSP stability. The beam f-
number is defined as the ratio of the laser beam outer diameter to the focal length of the focusing
lens. Therefore, a high f-number system has a more gradual focusing of the incident beam than
does a low f-number system. This means that to maintain a power balance, an LSP must shift a
greater distance in a high f-number system than in a low f-number system. If perturbations existed
in one or more of the other control parameters, and the system was close to the edge of stability,
the high f-number LSP would be observed to continually shift position more than the low f-
number LSP. This phenomenon has been observed experimentally and is commonly referred to as
plasma bounce. Should the LSP bounce amplitude be so great as to cause the LSP wave front to
momentarily shift downstream, it may recover and return to a stable position upstream of the
focus, or it may extinguish.

For conditions in which the LSP front is far upstream of the focus, such as a combination of
high f-number with high pressure and low mole flux, it has been well documented by Fowler and
Smith (1975), Kozlov, Kuznetsov, and Masyukov (1979), Mertogul (1989), and Keefer, Welle,
and Peters (1985) that there exists an LSP instability which is not the same as a blowout. This
type of instability has been commonly referred to as a shockout because it occurs for combinations
of control parameters that are at the opposite end of the LSP stability regime from the parameters
required for a blowout to occur. Shockouts are briefly discussed in Chapter 2.

Assuming the LSP is stable, there are two global quantities which are used to describe its
performance. The global absorption is defined as the fraction of incident laser power absorbed by

the LSP, and the thermal efficiency is defined as the fraction of incident laser power retained by the




propellant as thermal energy. The difference between these two quantities represents the power
lost to the surroundings mostly due to LSP radiation.

In order to design a practical laser thruster, the designers must be fully aware of the plasma
stability limits and performance values. However, since practical thrusters will be powered by
lasers having megawatts of power, and experiments can currently be conducted only up to 10 kW
(due to maximum power output of the UTUC laser), it has become clear that a model of the plasma
physics is necessary to make predictions of performance at high power levels. This model must
include as much of the plasma physics on the microscopic level as possible, as well as the
macroscopic flow problem of a gas which is suddenly severely heated while flowing through a
duct.

It was with these goals in mind that this work was started. Experiments provided a measure of
plasma performance and stability limits which were to serve as a database for comparison of the
model results at low powers. Model operating parameters could then be changed to make
predictions for cases not possible in the laboratory.

1.3 Theoretical Background

The study of a laser sustained plasma requires a knowledge of the fundamental physical
phenomena which may be present within the plasma. In order to facilitate a better understanding of
the material to be presented, several of these phenomena and the associated jargon will be briefly
summarized.

Hydrogen plasma is a mixture of seven species which are electrons (¢-), protons (H+), neutral
molecules (Hj), neutral atoms (H), negative ions (H-), diatomic positive ions (H2*), and triatomic
positive ions (H3*). The last three species listed are sometimes referred to as the nﬁndr species
due to their lower relative number densities compared to the others. All species except for
electrons and protons also have internal energy modes which allow them to be internally excited.
Specifically, the atomic species may become electronically excited, and the molecular species may

become vibrationally, rotationally, and electronically excited. The nature of the interactions




between the species is quite complex but may be broken down to involve only a few fundamental

phenomena which will now be discussed.

Particles within a plasma interact with one another through collisions and radiation. There exist

three broad classifications for the radiation present within a plasma. These classifications are line
radiation (bound-bound), free-bound continuum radiation and free-free continuum radiation
(Venugopalan, 1971a, p.14-17).

Line radiation is the result of atoms and molecules undergoing transitions between internal
energy states. When an atom or molecule makes a transition between two internal energy levels,
the quantity of energy involved in the transition is simply the energy difference between the two
levels. If the levels had exact values for their energies, then the transition would have a single
discrete energy value. The energy of a released photon would then have this value and would
correspond to a single discrete frequency. However the values of the energy levels are not exact
but instead are somewhat blurred due to various effects normally referred to as broadening
(Griem, 1974). The result of these blurred energy levels is that emitted photons are not of a single
discrete frequency but instead consist of a distribution of frequencies commonly referred to as the
lineshape. The central frequency of the lineshape is the nominal frequency of the transition and the
width of the frequency spread depends upon the type and severity of broadening mechanism
present which is a result of the local plasma conditions (Venugopalan, 1971a, p.14).

The three main types of line radiation interaction with particles are spontaneous emission,
absorption and stimulated emission. An excited particle may spontaneously make a transition to a
lower energy state and release a photon to carry off the transition energy. This is called
spontaneous emission. Similarly, a particle may absorb a photon with energy equal to the energy
of an internal transition and thereby transition to an excited level. This phenomenon is called
induced absorption. Finally, a photon with energy equal to an internal transition may stimulate a
particle in an excited state to transition to a lower state. In this process the incident photon
stimulates the excited particle which releases a photon identical to the incident photon and

transitions to a lower state. This process is called stimulated emission and is one of the key



processes in the function of a laser. It should be stressed that regardless of the process, all line
photons have some degree of broadening associated with them. More will be said regarding line
radiation in Appendix F on the collisional-radiative (C-R) model.

Free-bound continuum radiation is the result of a transition between end states in which one of
the states has a continuous distribution of energies. A good example is the radiative recombination
reaction wherein a free electron recombines with a proton to produce a neutral atom and a photon.
The photons produced by this reaction have a distribution of energy which is a result of the
distribution of energy of the recombining electrons. The frequency spectrum for this type of
radiation would not be a broadened line, but rather a continuum with no upper frequency limit and
a discrete broadened lower limit corresponding to the lowest possible energy of the radiated
photon. Although there would be no theoretical upper frequency limit, in actuality the intensity of
the radiation would decrease to zero as frequency is increased.

Transitions which occur between free states must also produce photons with a continuous
energy distribution, since both end states have continuous energy distributions. The frequency
spectrum for this type of radiaticn is therefore continuous with no discrete limits on either the low
or high energy ends. Of course the intensity of radiation once again would approach zero with
increasing frequency. A good example of this type of transition is bremsstrahlung radiation
wherein a free electron loses energy through radiation. This reaction is only possible in the
presence of a third body (an atom, ion, or molecule) to conserve momentum. The actual process is
a type of inelastic collision which is discussed in the next section.

Energy transfer between the species within a plasma occurs through collisions. With the
exception of spontanecous emission, all radiative processes may also be described as a collisional
process wherein one of the particles is a photon. For the purpose of this work, all collisions may
be classified as either elastic or inelastic. Elastic collisions are those in which the kinetic energy of
the colliding particles is conserved. Inelastic collisions are those in which total energy is conserved

but kinetic energy is not (Uman, 1964, p.118).
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If the species in a plasma were simple spherical balls of varying mass with no internal degrees
of freedom, all the collisions could be adequately described as elastic. The existence of charged
species with Coulomb fields and species with internal degrees of freedom necessitate the existence
of inelastic collisions. Because an accelerated charged particle must radiate, a charged species
approaching another with a Coulomb field will radiate energy. Even though the charged species
may never collide in the sense of two billiard balls, the interaction of their electric fields is referred
to as a collision (Uman, 1964, p. 118).

Species with internal degrees of freedom may undergo an internal energy transition as a result of
a collision. For example, an electron may collide with a ground state hydrogen atom and recoil
with a loss of kinetic energy which reappears as the excitation energy of the resultant excited atom.
More will be said regarding inelastic collisions in Appendix F on the C-R model.

1.4 Thermodynamic State

The assumed thermodynamic state of a plasma will determine the approach to modeling the
plasma. The number of equations included in the model as well as the inclusion or neglect of terms
which describe physical phenomena will be effected by assumptions regarding the thermodynamic
state. As a basis for further discussion, the designations for the various possible levels of
thermodynamic equilibrium within a plasma are summarized in this section.

Thermodynamic equilibrium (TE) is the idealized state wherein there are no temperature or
concentration gradients and the system in question is in thermal, mechanical, chemical and radiative
equilibrium. In such a system the radiation field is black body at the temperature of the system
(Cho, 1988 and van der Mullen, 1990). In an actual system there are always temperature and
concentration gradients under which the assumption of thermodynamic equilibrium breaks down
(van der Mullen, 1990). If the rate of collisional energy transfer is high, the energy of particles
will equilibrate within a small volume faster than the particles can travel out of the volume. In
other words the length scale for temperature and concentration changes will be longer than the

length scale for energy exchange. Therefore, within a local volume, thermal equilibrium will be
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valid even though the radiation field may not be Planckian. The resulting condition is referred to as
local thermal equilibrium (LTE) (Dresvin, 1977, p. 76).

If the system is in LTE, one temperature describes the kinetic energy of free electrons and heavy
particles, and can be used to determine excited state populations through a Boltzmann distribution,
and ionization fractions through a Saha equation (Griem, 1964, p. 134). However, because
collisional cross sections increase with excited energy level, but radiative rates of decay decrease, it
is possible that all excited levels higher than the level where the two rates are roughly the same
order of magnitude are in equilibriumn with each other and with the kinetic energy of the free
electrons, but not with the population distribution of lower lying states (Griem, 1964, p. 130, and
Burton and Blades, 1990). This condition is referred to as partial local thermal equilibrium
(PLTE).

More recently, van der Mullen (1990) has defined LTE to be the state wherein the system is in
local Maxwell equilibrium (LME), local isothermal (kinetic) equilibrium (LIE), local Saha
equilibrium (LSE), and local Boltzmann equilibrium (LBE).

In the most general case no form of thermal equilibrium is assumed (non-LTE), and there may
be several temperatures necessary to describe the LSP thermodynamic state including separate
electron and heavy species kinetic temperatures. Although the assumption of LTE may not always
be correct, the simplification it provides to the analysis of plasmas has made it a common practice.
This assumption of LTE has been widely used in several previous investigations, both theoretical
and experimental, including Beddini and Owano (1987), Beddini, Owano, and Kuo (1987),
Eguiguren (1989), Glumb and Krier (1986), Grier (1962, 1966), Jeng and Keefer (1986, 1987a,
1987b, 1988), Kemp and Krech (1980), Kemp and Root (1979), Kemp, et al. (1977), Mazumder,
Rockstroh, and Krier (1987), Merkle, Molvik, and Shaw (1985), Moder (1990), Molvik, Choi,
and Merkle (1984), Muller and Uhlenbusch (1982), Patch (1969, 1971), Raizer (1970), and Yos
(1963).
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1.5 Plasma Composition
This section has been included to point out the different methods necessary in order to compute
the plasma composition assuming LTE and without assuming LTE. The basic method for the
calculation of equilibrium number densities is to first identify the reactants and products for each
equilibrium reaction taking place. As an example, consider the ionization of the hydrogen atom
represented by the reaction:

He Ht +e- (1.7
where the double arrow indicates the reaction to be in chemical equilibrium. Setting the chemical
potential of the reactants equal to that of the products then yields:

HH = Byt + He- (1.8)

Writing the chemical potentials as functions of temperature, volume, particle number densities,
and particle partition functions yields:
- @D (G- - ®D (D). ®iD () a9
where R, is the universal gas constant, and Z is the particle partition function.

Equation (1.9) may be rearranged as:
nH+ ne' - lZH«f Ze’

ny Vv ZH

With the computation of the particle partition functions, equation (1.10) takes the form usually

(1.10)

referred to as a Saha equation. Calculation of the partition function for hydrogen atoms requires
the choice of an upper excited level at which to truncate an otherwise infinite series. This is
traditionally done through a calculation of the lowering of the ionization potential due to the
interaction with other particles in the LSP. Two methods, the Debye-Hiickel and Bethe methods,
are generally applied and the method resulting in the maximum lowering of the ionization potential
is used (Patch, 1969). Equations for each of the reactions, supplemented by the appropriate
equation of state, and the assumption of quasineutrality can then be used to solve for all the species
number densities. A variation of this approach for a system in kinetic nonequilibrium is presented

in detail in Appendix J.
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The case of non-LTE species number densities may require a different approach. If the kinetic
and excitation temperatures are known or assumned, a Saha type equation can be written for each
reaction which takes the form of that given by Potapov (1966) who assumed that electron
temperature was equal to atomic excitation temperature, or Cho (1988) who assumed electron
excitational noneqr iorium. If more than one excitational temperature is necessary, an analytical
model which uses four temperatures including two excitation temperatures can be used to
determine population densities (Cho and Eddy, 1989). In all these cases, the temperatures would
be supplied by other portions of the overall s:lution algorithm (or through experiments), and the
equations can be solved iteratively.

If however, no knowledge of the excited state populations is known, and therefore excitatin
temperature is not well defined, the approach to determining species densitiecs becomes more
involved. The species densities are solved as a result of the species continuity equations for the
entire flowfield with source terms for the production of species provided by the C-R rate
equations.

The simplified model assumes the approach of Potapov (1966) for the computation of the
number densities of the four major hydrogen species, Hp, H*, H and e-. Details of the simplified
species computation appear in Appendix J, and its effect on the overall algorithm are described in
Appendix F on the C-R model, Appendix G on diffusion fluxes, and Chapter 4 on the simplified
model.

1.6 Causes of Non-Local Thermal Equilibrium

In real laboratory situations there may exist all of the four classifications of thermal non-
equilibrium defined by van der Mullen (1990), which include Maxwellian, kinetic, populational
(Boltzmann), and ionizational (Saha). A summary comparison of LTE and non-LTE LSPs can be
seen in Figure 1.1.

There are several contributing factors that are likely to drive plasmas away from equilibriu..
These include intense electric fields, diffusion of excited species, severe temperature gradients, and

non-local radiation. A non-Maxwellian electron velocity distribution would result if electron-
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electron collisions were not rapid snough to overcome the effect of some external mechanism. In
the case of an LSP, electron-ion IB absorption is the external mechanism that would be responsible

for causing a non-Maxwellian distribution.

¢ Thermodynamic state is completely
described by a single temperature and
pressure.

® Excited species populations
determined through Boltzmann factors.
® Jonization fraction determined
through Saha equation.

® Maxwellian non-LTE: Species have non-Maxwellian velocity distributions due to some

extemnal driving force and a lack of coliisional relaxation.

® kinetic non-LTE: Electrons and heavy species each governed by a Maxwellian

distribution, but at different kinetic temperatures.

¢ Boltzmann non-LTE: Boltzmann excitation temperature is not be well defined due to a

non-Boltzmann excited state distribution.

¢ Saha non-LTE: Multitemperature Saha equation no longer valid for prediction of species

populations due to local excess or deficient populations of electrons due to diffusion.

® Population of excited states and ions must be determined through the use of species
continuity equations and a collisional-radiative rate model.

Figure 1.1 A summary comparison of L1E ana non-LTE conditions in an LP.

If the rate of energy absorption by the electrons exceeds the rate at which the electrons
equilibrate through collisions, then the electron velocity distribution may become non-Maxwellian
(Gamalii, et al., 1990, and Langdon, 1980). Langdon (1980) asserts the following criterion for

singly charged ions for the electron velocity distribution to be non-Maxwellian:

Te
12 e (1.11)

where 1 is the incident beam irradiance in W/cm2, T, is the electron temperature in keV, and A is
the laser wavelength in micrcns. Based on equation (1.11), a2 beam irradiance of
2.2 x 1010 W/cm?2 would be necessary to cause a non-Maxwellian distribution for an electron
temperature of 1 eV and at 10.6 pm. Assuming that the incident beam is not attenuated at all
before if becomes fully focused, and based on a 1 mm focal spot diameter, this irradiance

corresponds o an incident power of 175 MW. The actual required beam irradiance would
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probably be much higher since the beam is most definitely attenuated before reaching the focal
spot. Also, it is obvious that the hotter the LSP gets, the greater the necessary beain irradiance
becomes. Therefore it can be safely assumed that LSP free electrons have a Maxwellian velocity
distribution.

Kinetic non-equilibrium occurs when electrons and heavy particles are each governed by their
own kinetic temperature. This may occur in plasmas in which different forces act upon different
species, as pointed out by van der Mullen (1990). Because the collision cross section for
momenturn transfer between like particles is high with respect to that for particles of greatly
differing masses, it is possible that electrons and heavy particles may be each governed by a
Maxwellian distribution at different temperatures (Griem, 1964, p. 130, and van der Mullen,
1990). In the case of an LSP, the energy from the incident beam is initially absorbed by free
electrons which then undergo relaxation through collisions and radiation. Based on this, Griem
(1964, p. 157) has proposed the following criterion for the validity of kinetic equilibrium between
electrons and heavy particles for the case of an inhomogeneous stationary (with a net zero rate of

ionization) plasma:

i 2
E2<<(5.5x 10-12 nCE_}E,F_V) i (1.12)

where E is the applied electric field in V/m, n, is the electron number density in cm-3, Ey is the
ionization energy of the heavy particle in question in eV, jev is the conversion factor from eV to
Joules with a value of 1.60219 x 10-19, m, is the electron mass, and M is the heavy particle mass.
Using a beam irradiance of 105 watts/cm2, which is two orders of magnitude smaller than the
laboratory beam irradiance at 7 kW incident power as estimated by Mertogul, Zerkle, and Krier
(1992), results in an electric field magnitude of 8.7 x 105 V/m. The maximum electron number
density for one atmosphere LTE hydrogen plasma is 1.8 x 1017 cm-3 at approximately 18000K
following the analysis of Moder (1990). Using these values in equation (1.12) with the unlowered
ionization potential for hydrogen yields a right hand side of 4.1 x 1010 which is an order of

magnitude smaller than the left hand side. This result indicates that equal electron and heavy
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particle kinetic temperatures would not be a good assumption in this case. Clearly if the incident
beam power is increased, the criterion is driven further from being satisfied. Depending on the
wavelength of the incident beam, both populational and ionizational equilibrium may also be upset
through photoionization.

Populational, or Boltzmann, non-equilibrium is the condition wherein the excited state
populations cannot be fit to a Boltzmann distribution at any one temperature. In the case of PLTE,
the upper excited levels could be fit to an excitation temperature, but in the general non-LTE case
the excitation temperature is not well defined. In a plasma that is not collisionally dominated,
diffusion of excited neutrals from one region into another at a different temperature could drive the
distribution of excited states in both regions away from Boltzmann distributions at given
temperatures (van der Mullen, 1990). Collisional relaxation would drive the distributions back
toward equilibrium, but if the diffusion rate was high, populational non-equilibrium would result.

Ionizational, or Saha, non-equilibrium is the condition wherein the fraction of ionized free
electrons does not match that predicted by the Saha equation. Clearly, diffusion of electrons or
ions could cause a local imbalance in ionizational equilibrium. Inelastic collisional processes
including recombination and ionization would drive the species densities towards equilibrium, but
once again, if the diffusion rate of species was high enough, ionizational nonequilibrium would
result.

Another possibility is the diffusion of excited species which then radiate before collisional
relaxation can occur, thereby biasing the local radiation field (Siegel and Howell, 1981, p. 447).
Clearly, this type of non-equilibrium would be further enhanced by severe temperature gradients
between the regions.

The loss of optically thin line radiation through spontaneous emission has the effect of
underpopulating upper bound atomic levels and overpopulating the lower levels (Burton and
Blades, 1990, and Venugopalan, 1971a, p. 168). Optically thin radiation may also contribute to
nonequilibrium through non-local radiation effects. Radiation (line and continuum) originating in

an extremely hot region may be only partially absorbed by an adjacent cooler region and travel
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across a large portion of the plasma before it is absorbed. If this were the case, populations of
excited neutrals in the absorbing regions could be skewed toward the upper excited states through
line absorption. In addition, photoionization by the continuum radiation could cause ionizational
nonequilibrium.

All of these effects point to the conclusion that plasmas that are not collisionally dominated are
likely to have some aspect of non-equilibrium. In addition, the presence of an intense laser beam
which is absorbed by the electrons makes the existence of kinetic non-equilibrium not only
possible but likely. The existence of any one of the classifications of non-equilibrium may cause
the existence of the others (Dresvin, 1977, p. 79, and van der Mullen, 1990). Therefore any
analysis of the LSP should include the possibility of kinetic, Boltzmann, and Saha non-LTE as
well as both local and non-local phenomena.




2. Experimental Investigation

The experimental investigation of laser sustained hydrogen plasmas had two main purposes.
The first was to measure global absorption and thermal efficiency under a variety of conditions.
The second purpose was to establish a database for comparison with a generalized non-LTE model
which was to be produced at a later date.

Continuous wave laser sustained plasmas in forced convective flow had been studied previously
both at the University of Illinois at Urbana-Champaign (UIUC) and at the University of Tennessee
Space Institute (UTSI). The majority of this previous work involved the use of argon as the
propellant gas. Keefer and co-workers at UTSI have studied argon LSPs at less than 1 kW input
laser power, up to 4.5 m/s gas flow velocity, up to 4 atm gas pressure and several beam
geometries (Jeng and Keefer, 1987c, Keefer, Welle, and Peters, 1985, and Welle, Keefer, and
Peters, 1986 and 1987). Their results include global absorption as high as 86% and thermal
efficiency of 38% for a 2.5 atm argon LSP. Work done by Krier, Mazumder, and colleagues here
at UIUC using single argon LSPs has produced global absorption as high as 97% and thermal
efficiency as high as 46% at 2.5 atm gas pressure (Mertogul, 1989, and Zerkle, et al., 1990).

Having exhausted the possibilities for single argon plasmas, work at UTUC turned to dual (two
plasmas side by side) LSPs with variabie focal separation distance. The dual LSP work produced
thermal efficiencies as high as 58% and showed that there was a slight advantage of using dual
LSPs each at a given power over a single LSP at that power (Schwartz et al., 1989). There also
followed some work involving mixtures of helium and argon to observe the effect of the addition
of the lower molecular weight gas (Schwartz et al., 1989).

There have been very few works involving hydrogen laser sustained plasmas. Here the
distinction between a pulsed plasma and a steady state plasma should be made. Pulsed plasmas are
produced using a high power short duration pulsed laser. Pulsed plasmas have been produced in
hydrogen to study breakdown intensity (Eskridge, McCay, and VanZandt, 1987, McCay,
Eskridge, and VanZandt, 1988, and VanZandt, McCay, and Eskridge, 1984), as well as electron

recombination rate (Litvak and Edwards, 1966). Kozlov, Kuznetsov, and Masyukov (1979)
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studied the effect of pressure and power variations on steady state hydrogen plasma stability using
a 1 kW continuous wave CO, laser at pressures from 1 to 10 aun. They found that the primary
loss mechanism of hydrogen plasmas in the regime of conditions of their experiments was thermal
conductivity in contrast to monatomic gases in which the dominant loss mechanism was radiative
emission. They also noted that the shape of the hydrogen plasma was spherical rather than conical
following the beam like in monatomic gases, and that the hydrogen plasma was smaller than
monatomic plasmas at the same power.
2.1 Experimental Facility

The experimental facility used in this work was essentially the same as that used since the
project’s inception with a few important modifications. This work utilized an AVCO Everett
10 kW CW CO; 10.6 um laser that was part of the UTUC Materials Engineering Research Lab
(MERL). The laser functioned in an annular TEM 01* mode with the inner diameter of the annulus
being approximately 50 mm and the outer diameter being 70 mm. This laser was used for both
initiation and sustainment of the plasmas.

The second main component in the experimental facility was the absorption chamber within
which plasmas were sustained. This 127 mm inside diameter cylindricai chamber consisted of an
inlet section, the main section, and the exit section. The exit section was made of aluminum with
the rest being made of stainless steel. The parts were bolted together with custom cut neoprene
sheets and vacuum grease used to provide a seal. The chamber was aligned such that propellant
gas entered at the bottom and flowed vertically upward before exiting through four ports at the top.
Within the absorption chamber was mounted a convergent quartz tube with a terminal ID of 48 mm
and a wall thickness of 3 mm which served to accelerate the flow without blocking spectroscopic
access to the plasma. The exit ports were connected to a manifold made of stainless steel pipe
fittings which led to a microprocessor controlled valve and th n ultimately outside the building
where the gas was exhausted above the roof line for safety. The inlet section of the chamber has a

porous sintered steel filter insert through which propellant gas was forced. The purpose of this




insert was to quiet inlet flow turbulence before the flow entered the bottom of the convergent quartz

tube.

The collimated annular beam exited the laser horizontally and was steered with three watercooled
copper mirrors to be vertical immediately beneath the absorption chamber. The beam was focused
into the absorption chamber with a plano-convex zinc selenide (ZnSe) lens mounted in a lens
holder on a motor driven translation stage. The bottom of the absorption chamber was sealed with
a ZnSe window. Rectangular quartz windows on either side of the chamber permitted visual
access to the plasma.

A tungsten rod was used to supply the free electrons necessary for plasma initiation. The
tungsten insertion location was approximately 17 mm above the lip of the quartz tube. To initiate a
plasma the lens translation stage was positioned such that the plasma focus was at the same vertical
position as the tungsten rod insertion position. Assuming the optical system was aligned correctly
with the beam centered within the quartz tube and focused on the tungsten rod, plasma initiation
could then proceed. Electrons released by the tungsten rod in the presence of hydrogen molecules
rapidly absorb power from the incident laser and heat up. Collisions with molecules then result in
hot molecules which dissociate to produce atoms which further enhance the absorption process.
Further collisions with atoms produce protons and more electrons which further enhance beam
absorption. Initiation would not be guaranteed unless the operating conditions were within the
realm of plasma stability. The initiation procedure is practically instantaneous, and the tungsten
rod was retracted immediately following initiation. Assuming the test conditions are within
stability limits, the plasma is self-sustaining. However, a drop in incident power or gas pressure,
or an increase in gas flow rate could cause the plasma to become unstable and extinguish as was
discussed in Chapter 1. The test stand can be seen in the diagram of Figure 2.1.

The absorption chamber has several basic diagnostic features which were used to gather
temperature and beam absorption data. To monitor chamber wall temperature. a type T
thermocouple is embedded in the chamber wall. This thermocouple was used primarily as a safety

precaution to prevent damage to neoprene seals due to excessive temperatures. A single type K
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thermocouple mounted within a three inch section of PVC pipe just upstream of the inlet was used
to measure inlet gas temperature. Exhaust gas temperatures were measured by millisecond
response, type K thermocouples in each of the four two inch insulated exit ports. A watercooled
copper cone calorimeter used both as a beam dump and to measure the amount of energy passing
through the chamber is mounted to the chamber directly above the exit section. An array of
thermocouples within the calorimeter measure the temperature difference of the cooling water
between the outlet and inlet. This temperature difference is used to calculate the amount of power
incident on the calorimeter. A failsafe system connected to the calorimeter cooling water control
valve prevented plasma initiation (prevented target insertion) if the cooling water was not flowing
at a minimum rate of 4 liters per minute to protect the calorimeter. A pressure transducer mounted
in the chamber wall provided the chamber pressure for a feedback control system which controlled
the chamber pressure. The methods used for the calibration of the laser power and the calorimeter
are irrelevant to this work. However, this information can be found in Zerkle (1988) and
Mertogul (1989).
There are four variable parameters which could be controlled using the facility just described.
These parameters are laser power, beam focusing f-number, gas pressure, and gas flow rate. The
laser output could be changed simply by adjusting its power settings. The beam f-number, which
is defined as the ratio of the beam outer diameter to the lens focal length, could be switched to be
either 4.1 or 7.1 simply by changing the focusing lens employed. The chamber gas pressure and
flow rates were controlled by the hydrogen handling system which is fully described in
Appendix A.

Data from the thermocouples, the calorimeter, and the chamber pressure transducer were
scanned once every second by a Fluke 2240A datalogger. The data was immediately transferred to
a Macintosh Plus and stored for later analysis. The errors inherent in the data reduction are fully

discussed in Appendix B.
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Figure 2.1  Test stand used in hydrogen plasma experiments.




2.2 Global Absorption and Thermal Efficiency
The two measured performance quantities in this work are global absorption and thermal
efficiency. Global absorption was computed using the measured transmitted energy as determined

from calorimeter measurements. The global absorption was determined by the simple relation:

Pinout - P
o =_mmrmasmd 2.1
mput

where Pjppy is the input laser power, and Ppeasured 15 the measured transmitted laser power. The
global absorption is expressed as a percentage by simply multiplying « by 100. The total error in
the measured global absorption varies with the experimental conditions, and has been computed in
Appendix B for all test cases. A good representative value for this absolute error is less than +2%.

Thermal efficiency was computed using the stagnation temperature increase between the
chamber inlet and exit as measured by the inlet and exit thermocouples. Thermal efficiency was

then determined by the simple relation:

n= E‘T(?D_AI (2.2)
mput

where m is the mass flow rate, Cp is the constant pressure specific heat, AT is the stagnation
temperature increase, and Pipyy is the input laser power.  The total absolute error in the measured
thermal efficiency has been computed in Appendix B for every test case, and a good representative
value is less than +6%.

Gilobal absorption and thermal efficiency for mixture experiments involving argon and hydrogen
are also computed using equations (2.1) and (2.2) as explained in Appendix B, and as listed in
Appendix C. Based on that listing, representative values for absolute error for global absoption
and thermal efficiency for the mixtures are less than 32% and +6% respectively.

2.3 Experimental Results

Similar to the qualitative results of Kozlov, Kuznetsov, and Masyukov (1979), the results of
UIUC experiments also indicated hydrogen plasmas to be smaller and to radiate less than argon
piasmas at similar conditions. In addition, hydrogen plasmas had a distinct pink coloration which

is a result of Balmer line emission. Based on photographic evidence, the LSPs were shaped
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roughly like elongated ellipses with the long axis aligned with the gas flow direction. The LSPs
typically varied between 4 and 6 mm in diameter and 11 and 19 mm in length over the range of
operating conditions tested. Operating conditions appeared to have a predictable effect on plasma
size and shape. Again based on photographic evidence, increased incident laser power resulted in
an LSP with slightly increased length and width. Also, f-7.1 LSPs had a distinctively pointier
downstream end (more teardrop shaped) than f-4.1 LSPs.

The results reported below and appearing in Mertogul, Zerkle, and Krier (1992) represent the
first quantitative study of global absorption and thermal efficiency conducted for continuous wave
laser sustained plasmas using hydrogen as the propellant gas. However, as a precursor to testing
pure hydrogen plasmas, experiments were conducted using argon and hydrogen mixtures. Argon
plasmas were a known quantity with regard to stability and performance. Therefore it was felt that
the best way to achieve stable hydrogen plasmas was to start with stable argon plasmas and
transition to pure hydrogen. The effect of hydrogen addition on the performance of argon plasmas
was also of interest.

Mixture experiments were conducted at 7 kW, approximately 2.5 atm, f-4.1 focusing geometry,
and fixed mole fluxes of 345 moles/m2s and 690 moles/m2s. Results of the mixture experiments
can be seen in the plot of Figure 2.2.

Note that global absorption (as denoted by the square symbols in Figure 2.2) is essentially
constant versus the hydrogen mixture percentage, but is approximately 13% greater for the higher
mole flux case. Therefore the addition of hydrogen does not appreciably alter the local absorption
coefficients by altering the number density of absorbers. The greater total mole flux would cause
the plasma to be positioned closer to the beam focus than the lesser total mole flux. The greater
beam intensity closer to the focus may be the reason global absorption is higher for the
690 moles/m2s case.

The addition of hydrogen has a significant effect on thermal efficiency. Note that the thermal
efficiency (as denoted by the circular symbols in Figure 2.2) increases with the increased addition

of hydrogen. A possible explanation for this result is that hydrogen has greater thermal
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conductivity and specific heat than does argon. Therefore the hydrogen plasma would be expected
to be cooler than the argon plasma, thereby radiating less energy. Since a major portion of the
difference between measured global absorption and measured thermal efficiency is lost radiation,
the addition of hydrogen causes an increase in thermal efficiency. Due to the molecular weight of
hydrogen, it was originally proposed as a propellant to maximize specific impulse. However, now
the additional advantage of better performing LSPs has also been demonstrated.
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Figure 2.2  Global Absorption and Thermal Efficiency for mixtures of argon

and hydrogen at fixed total mole fluxes of 345 moles/m2s and 690 moles/m?2s, TkW,
f-4.1, and approximately 2.5 atm.

The successful measurement of global absorption and thermal efficiency of pure hydrogen LSPs
depended upon whether or not the operating conditions were within the limits of LSP stability.
Blindly choosing a set of operating conditions and attempting to ignite an LSP in pure hydrogen is
a hit or miss approach. The mixture experiments provided not only performance data but also an

indication of stable operating conditions for pure LSPs.
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The range of allowable mole ftuxes which could be used to sustain pure hydrogen LSPs was
limited on the high end by LSP blowouts and on the low end by the inability of the hydrogen
handling system to maintain chamber pressure as discussed in Appendix A. Therefore experiments
were not conducted in the low mole flux, high pressure regime. This was not considered
significant since it was expected that optimal mole fluxes would be near to the blowout mole
fluxes. There was however, a well known phenomenon associated with low mole flux, high f-
number, and high pressure which is of interest to the discussion of LSP stability.

The phenomenon, which is commonly called a shockout, occurs in conditions of high pressure
and low mole flux, or high f-numbers, or combinations of both whenever there is not enough
propellant flux to force the LSP to remain close to the laser focus. Fowler and Smith (1975)
reported that LSPs with f-numbers greater than approximately 10 typically would not remain stable
because the LSP front was far from the beam focus. Therefore small perturbations in the system
would cause a large amplitude LSP bounce as described in Chapter 1, and the LSPs were likely to
extinguish. Kozlov, Kuznetsov, and Masyukov (1979) reported the same phenomenon. although
they described it differently. LSPs in both monatomic and molecular gases (including H,) were
found to extinguish if the gas pressure was increased while holding the other parameters constant.
Clearly this phenomenon is the same as that reported by Fowler and Smith (1975) since an increase
in gas pressure would result in the LSP front moving upstream away from the focus. Kozlov,
Kuznetsov, and Masyukov (1979) attribute the instability to an increase in laser absorption at the
plasma front, coupled with a temperature decrease in the plasma core, which through an analysis of
the plasma energy balance results in an instability. Keefer, Welle, and Peters (1985) report another
strikingly similar phenomenon which appears to be caused by both high f-numbers and increased
pressure. Argon LSPs sustained with a 12 inch focal length lens and a given power and mole flux
were reported to be stable up to but not beyond 2 atn, while LSPs sustained with an 8 inch focal
length lens with the same power and mole flur demonstrated no instability problems for the range
of pressures investigated. Finally, the shockout instability was also reported by Mertogul (1989)
for 2.5 kW, f-7.1, 2.5 atm argon LSPs at mass fluxes below 15.5 kg/m?2s.
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Although the shockout phenomenon was not of direct interest in this work, it has important
implications for the construction of laser thrusters, in which focusing geometry, chamber pressure
and gas mole flux are necessarily linked. Pressure and mole flux conditions for stable f-8.5, 7 kW
LSPs were mapped in both Black, et al. (1992), and Black, Krier. and Glumb (1992). Although
the authors mistakenly claimed that a new low-velocity LSP instability had been discovered, both
papers illustrate the importance of the phenomenon to design and construction of a laser thruster.

Blowouts of hydrogen LSPs were recorded for a variety of powers and pressures. The method
in which the blowout conditions were determined varied. In some cases a series of mole fluxes
were run at a given power, pressure and beam geometry until the LSP could no longer be
maintained. Then the mole flux for which the LSP was no longer stable was recorcad as the
blowout mole flux for that power, pressure and f-number. Alternately, the chamber pressure and
mole flux were held constant and the laser power was gradually reduced until the LSP became
unstable. In this case the power for which the LSP became unstable was recorded along with the
mole flux, pressure and f-number. In another variation, chamber pressure was decreased untl the
LSP blew out. In all cases, the exact conditions for blowout were difficult to determine without
some error. Nevertheless the recorded blowouts should provide a meaningful description of
hydrogen J ©P blowout stability limits. The recorded values for blowout conditions are listed in
Table 2.1 and plotted in Figure 2.3.

In addition to the 14 mixture data points, there were 98 pure hydrogen data points acquired.
The global absorption and thermal efficiency results for pure hydrogen LSPs will be presented in
the following sections. For reference purposes, 2000 moles/m?s of hydrogen corresponds to
7.296 g/s which at 3.5 atm corresponds to an average flow speed of 14.1 m/s upstream of the
LSP.

The global absorption of a hydrogen LSP has been found to be strongly influenced by the laser
power. It is evident from the plot in Figure 2.4 that for a given gas pressure, global absorption is
determined by the incident power and is rriatively independent of the mole flux. In addition the

LSP blowout limit was observed to increase with iiacident power. Note that at 3.5 kW incident

!
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power no plasmas could be held stable at mole fluxes beyond approximately 2023 moles/m?s.

None of the 5 or 7 kW LSPs was cbserved to become unstable at this pressure at the mole fluxes

investigated.
Table 2.1 Hydrogen LSP Blowout Conditions
Power (kW) ;l'_r_ﬁmﬂm F-number qu__u(_uslj_)ml
7.00 1.3 4.1
7.00 1. 53 4.1 699
7.00 1.70 4.1 704
7.00 1.80 4.1 1011
7.00 1.84 4.1 1198
7.00 2.11 4.1 1244
6.42 2.04 4.1 1096
6.42 2.15 4.1 1203
6.42 2.51 4.1 1664
5.15 2.13 4.1 1075
5.00 2.13 4.1 842
4.41 2.11 4.1 696
4.41 2.17 4.1 872
3.56 3.57 4.1 2248
3.56 3.55 4.1 2023
3.06 4.05 4.1 1982
2.93 3.54 4.1 1483
2.93 4.02 4.1 1823
7.00 1.84 7.1 832
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Figure 2.3

Plot of blowout conditions for hydrogen LSPs
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gas pressure.

Although for a given mole flux and gas pressure greater absorption is achieved at greater power,
the LSP thermal efficiency does not follow such a simple relation. For a given mole flux and
pressure, the thermal efficiency depends on how close the conditions are to the optimal mole flux.
Due to the shift in upstream position of the LSP with increased power, an increase in mole flux is
required to force the LSP back downstream to its optimal position. It is evident from the previous
discussion that because increased incident power results in increased absorption and an increased
mole flux stability limit, greater thermal efficiencies are possible at increased incident power and
mole fluxes beyond the stability limit of low powers.

Gas pressure variation affects global absorption and thermal efficiency in a way analogous with
incident power variation. An increase in gas pressure results in an increase in the mole flux

siability limit. At 7 kW incident power, and f-4.1 focusing geometry, LSPs at 1.80 atm are not

stable beyond 1011 moles/m?s. However at the same conditions and 3.52 atm, the LSPs exhibit
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no instabilities and are stable at the maximum mole flux tested, 2355 moles/m2s. Similarly LSPs at
5 kW, f-4.1, 2.13 atm are not stable at mole fluxes greater than 842 moles/mZs, but at the same
conditions and 3.55 atm the LSPs again exhibit no instabilities and are stable at the maximum mole
flux tested at 5 kW, 2247 moles/m?s.

Increases in gas pressure also result in inCreases in global absorption, although present evidence
indicates that absorption levels off at the highest pressures tested, 3.53 and 4.08 atm, as indicated
by the plot in Figure 2.5. More data at higher pressure and possibly at a different power level are
required to verify this absorption plateau.

As is the case with increased incident power, increased gas pressure causes an increase in
optimal mole flux. As indicated by the data in Figure 2.5, increased global absorption frorn
increased gas pressure allows for the possibility of increased thermal efficiency assuming the mole
flux can be optimized. Referring to the data in Figure 2.5 the thermal efficiency at 4.08 atm was
not at the optimal mole flux and therefore appears slightly low.

In order to observe the effects of varying focusing geometry, 7 kW, f-7.1 LSP experiments
were conducted at 2.52, 3.05 and 3.54 atm for comparison with 7 kW, f-4.1 experiments at those
pressures. In all cases f-7.1 LSPs produced lower global absorption and thermal efficiency than {-
4.1 LSPs. A comparison of f-4.1 and f-7.1 LSP performance can be seen in Figure 2.6. In
addition it was observed that the f-4.1 geometry produced LSPs which were stable at greater mole
fluxes than the f-7.1 geometry. At 7 kW incident power and f-4.1 focusing geometry, LSPs at
1.84 atm extinguished due to blowout at approximately 1198 moles/m2s. however 7 kW, 1.84
atm, f-7.1 LSPs were not stable at mole fluxes greater than 882 moles/m?s.

The effect of mole flux variation was briefly touched upon above. It is imporant to have a
physical understanding of what the variation of mole flux does to LSP behavior. A stable LSP
exists in a state of balance where energy gained through absorption of the incident beam equals
energy lost through plasma radiation as well as convection and conduction to the propellant gas. A
stable LSP will occupy a position such that the LSP leading edge is upstream of the beam focus.

An increase in the mole flux results in an increase in the LSP convective transfer to the propellant
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and causes the LSP front to shift position downstream (closer to the focus) to a position in the
focused beam with a higher power flux. The LSP will restabilize at a position where the energy
absorbed once again balances the energy lost. However if the incident beam power is insufficient,

the LSP front will be forced downstream of the beam focus where the LSP extinguishes.
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Figure 2.5 Maximum measured thermal efficiency and corresponding global
absorption for 7 kW, f-4.1 hydrogen LSPs at the indicated pressures.

Following this reasoning it is apparent why the mole fiux for optimum thermal efficiency
increases with both incident power and gas pressure. An increase in laser power causes an
increase in incident power flux and causes the LSP to reposition upstream where the beam is less
focused and where power absorbed balances power lost. Similarly an increase in gas pressure
increases the local absorption coefficient (due to an overall increase in electron number density)
causing the LSP to again reposition upstream to a beam position with a lower power flux where the
energy balance is again reestablished. Optimally the LSP is positioned where the losses to the

propeliant (conductive and convective) are maximized while the radiative losses to the chamber
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walls are minimized. Increased incident laser power and gas pressure both cause the LSP to shift

upstream requiring increased mole fluxes to force the LSP back downstream to optimal position.
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Figure 2.6  Global absorption and thermal efficiency of 7 kW, f-4.1, hydrogen
LSPs at 3.5240.10 atm, and 7 kW, f-7.1, hydrogen LSPs at 3.5440.01 atm.

2.4 Experimental Conclusions

It has been experimentally demonstrated that pure hydrogen LSPs have better thermai
efficiencies than argon-hydrogen mixture LSPs for conditions of identical power, pressure, f-
nurnber and total mole flux.

Measurements of global absorption and thermal efficiency of pure hydrogen LSPs have been
presented. Global absorption of the incident laser power was observed to increase with increases
in both incident power and gas pressure. Although the highest measured value for global
absorption was 89.8% it is expected that 100% absorption is possible with higher incident laser
powers. The optimal mole flux for thermal efficiency was also observed to increase with increased

incident power and gas pressure. Higher global absorption and thermal efficiency as well as an
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extended blowout stability limit can be expected from lower f-number focusing geometry as
compared to higher f-number focusing geometry.

The minimum overall efficiency required for the feasibility of laser propulsion as an orbital
transfer technology was determined to be 30% by Frisbee, Horvath and Sercel (1985). Although it
cannot be guaranteed that laboratory results will scale to the power levels in excess of 1| MW
required in an actual laser thruster, the results for thermal efficiency presented in this work indicate

that laser propulsion is a feasible orbital transfer technology.




34

3. Generalized Non-LTE Model Formulation

The key to producing LSPs with high thermal efficiencies is to maximize global absorption and
minimize radiation loss from the LSP. It has been proposed that a minimum total conversion
efficiency of 30% is necessary for laser propulsion to be a feasible concept (Frisbee, Horvath, and
Sercel, 1985). Measurements have demonstrated global absorption as high as 89.8% and thermal
efficiency as high as 80.2% using hydrogen as the propellant gas. These global measurements
provide meaningful information regarding the effects of the control parameters on overall system
performance but give no information on the detailed structure of the LSP and the actual energy
transfer mechanisms. The goal of this work was to formulate a model for the prediction of giobal
absorption and thermal efficiency at very high input laser powers as would be used in an actual
thruster. However the accurate prediction of these quantities depends completely on the accurate
modeling of the LSP physics on a microscopic level, including species reactions, transport
coefficients and radiation.

The problem to be solved is that of an axisymmetric hydrogen laser sustained plasma. The
control parameters are the gas mole flux (determined by mass flow rate and duct cross section),
incident laser power, incident beam focusing geometry, gas pressure, and laser wavelength (now
set at 10.6 microns but may be varied). A variable number of species (minimum of 12) will be
included in the analysis depending upon the highest neutral level of hydrogen computed. These
species include the neutral electronically excited levels of hydrogen, electrons, protons, H,, H-,
H,*, and H3*. The model will produce predictions for global absorption fraction, and thermal
efficiency which are the fraction of laser power absorbed by the propellant gas and the fraction of
laser power retained by the gas as thermal energy. In addition the model will also provide
axisymmetric fields for electron temperature, heavy species temperature, gas velocity, all the
species numiber densities, rates of production of species, and local beam absorption. The rates of
species production and local beam absorption are useful in determining which portions of the

plasma are ionizing and which portions are recombining. The species temperatures and number
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densities may be analyzed to determine the extent of kinetic, Boltzmann, and Saha non-
equilibrium.
3.1 Literature Review

All previous models of LSPs, regardless of the type of propellant considered, the method of
calculating energy absorbed, or the numerical solution scheme have assumed LTE to be a valid
assumption. Early attempts include the one dimensional constant pressure model of Raizer (1970)
which used an absorption coefficient that was a function of temperature and pressure, a variable
intensity input beam, and tabulated values of thermal conductivity. The model was for air at one
atm and included a term for radiation loss that was also a function of temperature and pressure.
Kemp and Root (1979) also formulated a one dimensional constant pressure model which
calculated equilibrium concentrations and thermodynamic properties using a method similar to
Patch (1971). The Kemp and Root (1979) model included both electron ion (e-i) and electron
neutral (e-n) IB absorption coefficients taken from Caledonia, Wu, and Pirri (1975), and values for
thermal conductivity which combined the calculations of Yos {1963) with a radiative thermal
conductivity which was a function of temperature. The Kemp and Root (1979) model was for
hydrogen at pressures from 1 to 30 atm and laser intensities from 104 to 106 W/cm?2, and included
a term for radiation loss as a function of temperature and pressure.

The earliest attempt at a two dimensional model was that of Muller and Uhlenbusch (1982)
which was for argon at 5 bar pressure. This model included a focused input beam, an IB
absorption coefficient, and valves for thermal conductivity including radiation taken from
experimental data. In addition, the model assumed that the ratio of specific heat at constant
pressure to thermal conductivity was a constant, and that convection in the radial direction could be
neglected. This second assumption reduced the problem to one of a single energy balance
equation.

- The first fully two dimensional model was that of Molvik, Choi, and Merkle (1984), which
solved the problem of a focused laser beam in unchoked hydrogen flow through a converging

diverging nozzle. Real gas properties and the ideal gas law were used, with separate grids for the
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fluid dynamics and radiation equations. A constant absorption coefficient was assumed allowing
the source term appearing in the energy equation to be treated explicitly which simplified the
numerical solution. Actual calculations were done with a stagnation pressure of 1.04 x 106 N/m2,
a downstream static pressure of 1 x 105 N/m2, and a stagnation temperature of 6250 K. Although
the effect of laser input power on peak temperature was discussed, no calculations of global
absorption or thermal cfﬁcif:ncy were presented. The model of Glumb and Krier (1986) was the
first to calculate these quantities. This model was for axisymmetric steady flow and neglected
radial velocities, like Muller and Uhlenbusch (1982), but included real gas properties for argon at
1 atm inciuding expressions for IB absorption and radiation loss. A variable focused beam
intensity and variable propellant velocity were included. Argon was chosen for the analysis for
comparison with existing experimental data. Results from the model included predictions for
temperature fields, global absorption, thermal efficiency and blowout flow velocity.

Presented at roughly the same time as the Glumb and Krier (1986) model, the model of Merkle,
Molvik, and Shaw (1985) again solved the fully two dimensional problem of a 10.6 um laser beam
focused into a propellant in a converging diverging nozzle. Parametric studies of laser power.
beam focal length, gas velocity, inlet temperature and gas pressure were made. The input beam
was split into a series of individual rays which were tracked through the LSP with both diffraction
and refraction effects ignored. The propellant was hydrogen seeded with 1% cesium to boost low
temperature absorptivities. This was done to lower the peak temperatures encountered and thereby
minimize the numerical problems associated with extreme temperature gradients. Real gas
properties for pure hydrogen (neglecting the cesium) as well as the perfect gas law were used.
Unlike the earlier model of this group, Molvik, Choi, and Merkle (1984), a variable absorption
coefficient was used for the propellant mixture taken from Kemp and Krech (1980). Results
included temperature contours but no information on global absorption or thermal efficiency.

The first fully two dimensional model to predict global absorption and thermal efficiency was
that of Jeng and Keefer (1987b). Hydrogen was used as the propellant gas in an axisymmetric

flowfield. As was done by Merkle, Molvik, and Shaw (1985), the input beam was split into a
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finite number of rays which were then tracked through the LSP. The effects of beam diffraction
through the focusing lens and refraction within the LSP were neglected as minor. As was done in
the Glumb and Krier (1986) model, radiation was divided into an optically thin portion which was
assumed lost to the surroundings and an optically thick portion which was accounted for through a
radiative conductivity term. The flow was assumed to be laminar so that the kinetic energy and
viscous dissipation terms in the energy equation were neglected. Thermodynamic properties were
interpolated from various tabulated sources (Patch, 1971, and Grier, 1962 and 1966), radiative
conductivity was taken from the work of Kemp and Root (1979), expressions for e-i and e-n IB
absorption from Caledonia, Wu, and Pirri (1975), and radiation loss from the LSP was taken from
the work of Kemp et al. (1977). The SIMPLE algorithm as found in the work of Patankar (1980)
was used to solve for velocity, temperature and pressure fields. Results include velocity and
temperature contours, as well predictions for global absorption and thermal efficiency versus
variations in laser power, inlet velocity, optical f-number, and gas pressure. Jeng and
Keefer (1987a) also presented an analysis of a converging-diverging thruster geometry using the
same model.

Beddini, Owano, and Kuo (1987) have presented an alternative formulation to the problem of
laser beam and flowfield interaction. Their model assumes an axisymmetric flowfield using argon
as the propellant. Although the exact technique used to implement a focused beam is unclear,
Beddini states that ray tracing is not used. In another work, Beddini and Owano (1987) solved the
problem of energy addition to an axisymmetric flow of both argon and hydrogen with and without
wall injection. This effort uses quasi-ellipsoidal energy addition zones to heat the gas, thereby
avoiding the necessity of dealing with the calculation of absorption coefficients and reality in
general.

The latest LSP model was that of Eguiguren (1989) which was similar in many ways to the
earlier model of Jeng and Keefer (1987b). The most useful aspect of Eguiguren's model were the
predictions of global absorption and thermal efficiency as well as temperature and stream function

contours for argon and hydrogen at one atm gas pressure. Results for global absorption and
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thermal efficiency from the Eguiguren (1989) model are presented with experimental data from
Mertogul (1989) and Zerkle, et al. (1990) in Figure 3.1. Trends for absorption and efficiency
appear to agree with a slight discrepancy in the actual thermal efficiency values which may be due
to two assumptions of the model. First the model assumed that the system was adiabatic which
may not have been the experimental reality. Energy lost to the absorption chamber would result in
model overprediction of thermal efficiencies. The other assumption was that of LTE, which has
since been proven to be incorrect by Zerkle (1992a). The presence of non-LTE means that the
electrons are hotter than the heavy species and hotter than they would be in LTE. The hotter non-

LTE electrons radiate more than would be predicted by the model, again causing an overprediction

for thermal efficiency.
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Figure 3.1  Comparison of results from the Eguiguren (1989) LTE model for argon 5kW, f-
4, 1 atm LSPs, and experimental results from Mertogu! (1989) and Zerkle, et al.
(1990) for argon 5kW, f-4.1, 1 atm LSPs

Thermodynamic and transport data were acquired from interpolation of tables, which limited the

range of applicability of the model. The core of the program used the SIMPLE algorithm described
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by Patankar (1980) to solve the axisymmetric momentum, energy and continuity (through the
pressure correction equation) equations.

Although there have been no attempts at non-LTE LSP modeling, electric arcs and other plasmas
have been modeled with and without the assumption of LTE (Butler, Kashiwa, and King, 1990,
Rhodes and Keefer, 1990 and 1991, Langerman and Lemmon, 1991, Edwards and Fleck, 1979,
Donskoi, Klubnikin, and Salangin, 1985, Miller and Martinez-Sanchez, 1990, Niewood and
Martinez-Sanchez, 1990, Lelevkin et al., 1986, Incropera, 1973, Chen and Pfender, 1981, Dix,
1964, Scott and Incropera, 1973, Vriens, 1973 and 1974, Kruger, 1970, Kruger and Mitchner,
1967, Watanabe, et al., 1991, Chang and Pfender, 1990, and Kroesen, ¢t al., 1990).

These models often follow a hierarchy of complexity starting with those that assume LTE. The
next step in the progression is to assume a two kinetic temperature model. At this level the species
densities may be computed through a thermodynamic analysis using the law of mass action and an
equation of state as done by Chen and Pfender (1981). The next level of sophistication is the
introduction of species equations and diffusion. Electron species equations have been included by
Lelevkin, et al. (1986), and Chang and Pfender (1990), whose models include an electron
production term which accounts for electron collisional ionization and electron three body
recombination.

3.2 Generalized Non-LTE Model Assumptions

The goal of a generalized non-LTE model is to predict results for global absorption and thermal
efficiency of hydrogen laser sustained plasmas (LSPs) at any given pressure, and at very high
powers. The approach taken to such a prediction can depend on apriori knowledge of the
thermodynamic state of the LSP. If it is known that the LSP is in LTE, collisions are the dominant
relaxation mechanism and only one temperature is necessary for a complete thermodynamic
description. As discussed in Chapter 1, there are several factors which may be present in a high
power LSP which tend to drive the LSP out of equilibrium. These effects include strong electric
fields (the incident laser beam), severe temperature gradients, diffusion of excited species, optically

thin radiation, and non-local radiation (radiation originating in a remote part of the LSP).
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Therefore LSPs cannot in general be assumed to be in local thermal equilibrium, especially at high
input beam powers, and a fully general model should include the effects of ionizational, kinetic and
populational non-equilibrium. In the general non-LTE case, a separate temperature could be
assigned to each energy mode of each species. Excited neutral species populations and ionization
fractions may or may not be described by Boltzmann factors and the Saha equation respectively.
The non-LTE case greatly complicates the solution process with the introduction of these new
temperatures.

The generalized model assumptions include laminar and axisymmetric flow, and steady state
conditions. No assumption is made with regard to thermodynamic state except that all heavy
species share a common heavy temperature, T,. Radiation has been split into a number of discrete
bands and lines as described in Appendix F.

3.3 Conservation Equations

The problem to be solved is one of axisymmetric duct flow with a variable number of species,
two temperatures, and an assortment of energy and species sources. The variables in question are:
T¢ (electron kinetic temperature), T, (heavy species temperature), u (axial velocity component), v
(radial velocity component), p (local static pressure), X (mole fraction for species s), and n,q (the
total number density). These variables represent a total of 6+kslast equations, where kslast
represents the number of species considered. As in any closed system, there must be an equation
for every variable. The derivation of all the conservation equations, (3.1) to (3.7), can be found in
Appendix D. The equations will be briefly presented here in their final form.

The axisymmetric electron energy equation for variable electron thermal conductivity is:

d /3 1 d//3 dfy 0T\ 19/, 0T
a((i kb( unﬂx+neu) )Te) + ; ;((5 l‘kb(VnﬂX-HleV))Te) = ;;(%‘Ke) + F r%;f)
du nekp 0
i (nekb-a;)re i ( : a;(rv))re + BABS - ELST + INSTE - RADLS + CONRAD ~ (3.1)
where the last five terms represent sources as described in Appendix F and Appendix H.

The axisymmetric heavy species energy equation for variable heavy species thermal conductivity

is:
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3%((% kb(hunﬂx+nhu))'l'g) + %g;((i kbr(hvnﬂx+nhv))1' ): aa—(lhaT ) 1 g;_( lh—a—g
(nhkba—)!‘ ( ;;(rv))T +ELST+INSTH (3.2)

where, again, the last two terms are sources as described in Appendix F.

The axxsymmetnc axlal momentum equation for variable density and viscosity is:

g—(puu) +o E;(rpuv) =
49d70uy 1d/ duy 29 ap
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The axisymmctric radial momentum equation for variable density and viscosity is:

2 (puv) + 12 (rpw) = axpE*V) 4%(,%:) ag(u %u)

duy 2U4du dp 4uv 2vdu
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The bulk continuity equation for a vanable densxty axisymmetric cylindrical system is:
§—(pu) + —E(rpv) 0 3.5)
which in the realm of the SIMPLE algorithm (Patankar, 1980) is used to solve for the local
pressure, p.
The axi symmctnc species contmmty equatlon for an species, s, is:
a—(nsu) + —;(vnsr) 3—( ) - —5—(vsnsr) + (ﬂs)CR (3.6)
where the uppermost bound atomic level included is determined by the magnitude of the lowering
of the ionization potential which is determined by plasma conditions. If the diffusion fluxes are
replaced by a mole fraction and effective diffusion coefficient formulation, then =quation (3.6) may

be cquivalently written as
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where Dg¢g, and Dgggy represent the effective axial and radial diffusion coefficients for species s

which are described in Appendix G, and Dz is the thermal diffusion coefficient which is described

in Appendix E.
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The equation of state necessary to relate total number der.sity to system pressure and the electron
and gas temperatures is:

P = nyor(XekpTe + XpkyTg)(1 - PRY) (3.8)

where P is the system pressure, and PDCH is the Debye-Hiickel pressure correction which is (Cho,

1988):

neZke/ne . (nyg+)+(ng-)+(ny,+)+Hng,+) Ul 5 )1 39

b 4
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3.4 Transport Coefficients and Source Terms
The prediction of global absorption and thermal efficiency can be considered to be a
macroscopic prediction that requires the accurate prediction of LSP thermodynamic properties and
transport coefficients including all the species number densities at each print within the LSP. Once
the species number densities and kinetic temperatures are known, the transport coefficients can be
calculated.

The transport coefficients for the set of conservation equations (3.1) to (3.7) include the global
viscosity, K, and the th=rmal conductivity for electrons and heavy particles, A¢, and Ap. In
addition, the multicomponent diffusion coefficient, Dy, and the thermal diffusion coefficient, DI,
are necessary to compute species diffusion fluxes. A summary of the transport coefficients

required by the conservation equations may be seen in Table 3.1.

Table 3.1 Transport Coefficients Appearing in_Conservation Equations

Transpont Coefficient Required by

electron thermal conductivity, Ae electron energy equation

heavy species thermal conductivity, Ap heavy species energy equation
global viscosity, p axial and radial momentum equations
multicomponent species diffusion, Dj; computation of diffusion fluxes
thermal species diffusion, D] computation of diffusion fluxes

e computation of the transport coefficients are presented in detail in Appendix E and will not

be discussed further in this section.
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There are several source terms which appear in the conservation equations (3.1) to (3.7). A
summary of these source terms may be seen in Table 3.2. Although each is described in full detail
in the appropriate appendix, a brief description is given here.

Table 3.2 Source Terms Appearing in Conservation Equations

Source Term Appearing in Equation
BABS electron energy

(ds)cr species continuity

ELST electron and heavy energy
INSTE electron energy

INSTH heavy energy

RADLS electron energy
CONRAD electron energy

The first term listed in Table 3.2, BABS, represents the amount of power absorbed by the
electron from the incident beam. The details of the computation of BABS appear in Appendix H.
The details of the computation of all the other terms listed in Table 3.2 appear in Appendix F. The
term ("-s)CR represents the net volumetric production rate of species s. The term ELST represents
the rate of energy transfer from electrons to heavy species due to elastic collisions. The term
INSTE represents the net rate of energy gain or loss of the electrons, due to inelastic collisions
between the electrons and the heavy species. The term INSTH represents the net rate of energy
gain or loss of the heavy species due to inelastic collisions involving electrons, heavy species, and
radiation. The term RADLS represents the power lost by the electrons due to optically thin
continuum radiation. Finally, the term CONRAD represents the power lost or gained by electrons
due to non-optically thin continuum radiation exchange.

The conservation equations (3.1) to (3.75 also contain terms which include the diffusion fluxes
of each species, or of the heavy species as a whole as in the heavy energy equation. The details of

the computation of these diffusion fluxes appear in Appendix G.




3.5 Solution Algorithm
This section describes the general approach of the overall solution algorithm as can be seen in
the block diagram of Figure 3.2. Following initialization of the computational grid, the variable
fields, the source terms, and the transport coefficients, the discretized raytrace is initialized up to

the computational domain inlet. The iteration loop then begins.

Setup Gnd
Initialize Fields
Initialize Sources —————» Compute Beam Absorption
Initialize Transport Coefficients
Initialize Raytrace ¢

Compute Electron Temperature

Stop ¢

Compute Heavy Species Temperature

Yes No
Check for Convergence Compute Species Densities
Compute Velocity and Pressure Fields Update Sources and Coefficients

Figure 3.2  Block diagram of solution algorithm

The first step in each iteration is the computational domain raytrace which computes the power
absorbed by the electrons. Using locally updated values for power absorption, the electron and
heavy species energy equations are iterated to get updated values for electron and heavy species
temperatures. Depending on the form of the algorithm being used, the species densities are
computed next. If the complete model is being used, species conservation equations along with the
multitemperature equation of state are used to compute all the species number densities. If the
simplified model is being used, two laws of mass action and the multitemperature equation of state
are used to compute the major species number densities as described fully in Appendix J.
Following the computation of species densities, the sources and transport coefficients are updated.
Next the diffusion fluxes are computed using the multicomponent and thermal diffusion
coefficients and the ambipolar assumption. In the case of the full model, the diffusion fluxes are

also used to compute effective diffusion coefficients for each species which are then used in the
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species conservation equations. Following the update of global mass density, the velocity and
pressure fields are iterated and convergence of all variables is checked. Should the variables be
found to have converged, the algorithm writes all fields to files for analysis and stops.

The method of solution employed for the conservation equations is one of successive
approximation through iterative underrelaxation. The algorithm starts with initial guesses for all
the variables which are then iterated, or allowed to relax, toward the solution. Details of the
computational grid, discretization of the conservation equations, underrelaxation, boundary
conditions, interface computations, and convergence, can be found in Appendix .

In each iteration, each of the variables is updated using the latest available values for the other
variables, the transport coefficients, the source terms, and the variable itself. If the overall
algorithm is stable, all the variables will gradually assume values which no longer change
appreciably if further iterations are applied. This lack of further change of the variables, which is
linked to the solution of the discretized conservation equations, is termed convergence and can be
treated quantitatively as discussed in Appendix I. However, for many cases, due to an inconsistent
algorithm, or possibly a physically impossible case, the variable values will not converge but will
rather take on nonphysical values. It is the greatest flaw of the iterative solution method that non-
physical answers from one conservation equation can then be fed into the next conservation
equation, along with the accompanying non-physical source terms. The non-physical input often
perpetuates itself and the variables diverge from an answer causing the code to blow up.
Precautions have been taken in the formulation of this problem to assure stability in the realm of the
SIMPLE algorithm as explained in Appendix 1.

The next section describes in detail the generalized non-LTE model solution algorithm from the
point of view of the actual computer code. The solution flowchart as can be seen in Figure 3.3 is
described including the nature of each of the subroutines.

3.6 Description of Subroutines of Generalized Model
The double arrows in Figure 3.3 have the meaning of a subroutine call followed by a return to

the calling program upon execution. The core of the program controls the subroutine calls and is




where all the necessary constants and common blocks are assigned. The initial portion of the

overall program consists of six subroutines, four of which are only ever called once.

START {—=

GRID
INITDATA

SPECIES

TRANSPORT

CRMODEL
RAYINIT

NITER

CORE

LOWERING

RAYS

ELECTRON

HEAVY

STATE EQN.

WRITE ALL
FIELDS.
GENERATE
PLOT FILES.

Flowchart of solution algorithm for generalized non-LTE model

areas and weighting factors which are discussed in Appendix I. It also allows for user choice of a

uniform or non-uniform grid spacing.

Figure 3.3
The subroutine GRID is called only once and computes the flowfield mesh sizes as well as cell

In the case of non-uniform grid spacing, the mesh
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arrangement is determined based upon user input integer values for axial and radial non-
uniformity. Axially the grid is split into thirds, with each third assigned a third of the overall
domain length. The user input number for axial non-uniformity represents the ratio of the number
of axial grid points in the first third of the axial domain to the number of grid points in each of the
second and third thirds of the domain.

Similarly, the radial grid is split in half with each half assigned half of the overall radial domain
distance. The user input for radial non-uniformity represents the ratio of grid points in the first
radial half of the domain (near the axis) to the number of grid points in the second radial half. In
this way, more grids may be clustered near the axis of symmetry and in the first axial third of the
domain.

As an example, consider a domain that is 304.8 mm axially by 63.5 mm radially, with the total
grid size being 100 by 50 and the axial and radial grid numbers being 3 and 4. Axially there would
be 60 scalar grid nodes in the first 101.6 mm, followed by 20 scalar grid nodes in each of the
second and third 101.6 mm. Radially there would be 40 scalar grid nodes in the first 31.75 mm
near the axis, and 10 scalar grid nodes in the 31.75 mm near the wall.

Subroutine INITDATA is also called only once for the purpose of assigning the initial flowfield
variables. Within INITDATA there are three choices for the format of input files as selected by the
user. A complete non-LTE set of variables (T,, Tg. u, v, p, p, and all ng) may be input, an LTE
set consisting of temperature, pressure, and axial and radial velocities may be input, or the
flowfields may be generated from scratch. In the generalized version of the model, the subroutine
SPECIES is called only in the cases where either an LTE or scratch temperature field has been
input and the species densities are to be computed. Subroutine SPECIES contains an algorithm
which computes major species densities based on T, T, and system pressure neglecting the minor

species (Hp*, H3t, HY). In the LTE case, T, = Tg. and the minor species are simply assigned

arbitrary low number densities.



Subroutine TRANSPORT has the function of computing the ransport coefficients for the entire
flowfield which is discussed in detail in Appendix E. This subroutine is the most computationally
intensive of any of the subroutines.

Subroutine CRMODEL uses a set of rate equations (a collisional-radiative model) to compute the
rates of creation or destruction of all species as well as the corresponding energy transfer.
Subroutine CRMODEL is discussed in Appendix F.

The final subroutine of the initialization set is RAYINIT which computes the geometry and
intensity of the incident beam rays based on user input of lens and beam specifications as well as
the number of discrete rays to be used, the total incident power, and the optics to domain distance.
The ray quantities are computed physically to the inlet (start of the flowfield computational
domain). Details of the ray trace, from the lens through the computational domain appear in
Appendix H. At this point all the necessary precomputations are completed and the iteration
algorithm may begin.

The total number of equations can vary from iteration to iteration depending upon the uppermost
neutral level used. In order to determine the number of excited states to include in the system of
equations, and therefore the number of excited neutrai continuity equations, the non-LTE lowering
of the ionization potential of hydrogen is computed in subroutine LOWERING using slightly
modified versions of the Debye-Hiickel and Bethe methods which account for more than one
temperature (Cho, 1988). Therefore, the first step of every iteration is the computation of the
maximum value for lowering of the ionization potential over the entire computational domain, and
therefore the highest possible bound state for neutral hydrogen. If there has been a change in the
highest bound state, species densities are adjusted and the iteration continues with the new total
number of species. The minimum uppermost bound atomic hydrogen level has been constrained to
be 6 (5th excited level) to be consistent with tracking of line radiation. It should be noted that in
the generalized model, due to a need for consistency in the species conservation equations, the
maximum computed value for ionization lowering anywhere in the computational domain is used

as the lowering value over the entire domain. However in the simplified model, the lowering may




be different across the domain because the computation of species densities is self contained in

subroutine SPECIES.

The second subroutine of every iteration is RAYS which computes the passage and attenuation

of the discrete rays (from RAYINIT) through the flowfield domain. The rays are attenuated
through Beer's law with absorption coefficients computed based on inverse bremsstrahlung
absorption coefficients. A variable index of refraction and Snell's law are used to trace the ray
paths. The net results of RAYS are the global absorption (through the total beam attenuation) as
well as the exact amount of energy deposited into each flowfield computational cell. This energy
appears as a source term in the electron energy equation. The function of subroutine RAYS is fully
described in Appendix H.

The next section of the program flowchart consists of the energy equations and the state
equation. The energy equations yield latest values for electron and gas temperatures and the state
equation yields the latest values for total number density, n,,. The pressure correction, PDCH is
computed from the latest values of the species number densities and temperatures. Subroutine
SPCFRAC is called in its appropriate version for each species (except for species number 3) to
compute species number densities based on the latest values of all the other variables as well as the
species source term provided by subroutine CRMODEL. Species number 3, which is molecular
hydrogen, is computed from summing the mole fractions of all the species to unity. If the species
mole fractions sum to greater than unity, then species number 3 is assigned some arbitrarily low
mole fraction, and all the species mole fractions are readjusted to sum to unity. At this point, the
latest number densities are computed by simply multiplying the computed mole fractions by the
total number density, n,,.

If, compared to the previous iteration, the electron or heavy temperatures have changed by a
specified percentage, then subroutine TRANSPORT is called at this point to update all of the
transport coefficients. Subroutine TRANSPORT is only called in this way because it is an
exceedingly complex subroutine which readily consumes computing time. Accurate transport

coefficient values are necessary for ultimate convergence, however it would be highly inefficient to
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continuously update the coefficients based upon only partially converged flowfield values.
Therefore the compromise has been chosen of updating the coefficient values when progress
toward convergence has been made. The details of subroutine TRANSPORT depend upon
whether the full generalized model or the simplified model is being used.

Subroutine DIFFVEL uses the latest values of the transport coefficients, the species densities,
and temperatures to compute the diffusion number fluxes of all the species based on ordinary
species gradient diffusion and thermal diffusion as explained in Appendix E. The details of the
actual diffusion computations are discussed in Appendix G. Key to the current discussion
however is that DIFFVEL produces diffusion flux terms for use in the electron and heavy species
energy equations, as well as effective diffusion coefficients for use in the species conservation
equations.

Based upon the latest values of all the flowfield variables, the subroutine CRMODEL next
computes the rates of production or destruction of all the species and of photons of selected
wavelength bands and lines. The version of the CR model necessary for the fully generalized
model is described in detail in Appendix F.

Finally, the momentum equations for axisymmetric flow in the axial and radial directions are
solved for their respective velocity components through the subroutines UMOM and VMOM. The
essence of the SIMPLE algorithm (which is the basis of all the conservation equation solutions) is
then the update of the local pressure field in order to satisfy the bulk continuity equation which is
accomplished through the subroutine PCORRECT. One iteration of the entire solution algorithm
has now been described. If the residuals from the conservation equations and the state equation
have converged to preset values, the algorithm quits and writes all the variable fields to files or
generates plot files for analysis. Of course if convergence has not been achieved, the algorithm
loops back to the computation of the ionization potential lowering and continues.

3.7 Solution Strategies
Although formulation of the problem was a formidable task, the vast majority of time and

frustration has been spent on trying to get a non-trivial converged solution. Countless variations of
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the solution algorithm were tried with little success. In most cases the conservation equation
residuals would decrease to a point and then merely fluctuate or explosively increase resulting in a
program bomb. In order to quantify some of these attempts at solution, some of the techniques
used are summarized in this section.

Since the conservation equations are linked, it would be advantageous to the overall
convergence if one or more of the equations was converged almost immediately. The most
immediately obvious technique for advancing convergence of the conservation equations
individually was repeated looping of certain subroutines within each overall iteration. For
instance, the energy and raytrace subroutines were put into a loop that was executed a number
times for every compiete single overall iteration. The number of times the loop was executed was
determined by the energy residuals. The energy loop would execute a given number of times or
until the energy residuals were less than a predetermined value. Repeated looping was also applied
to the momentum and bulk continuity equations in the same fashion.

The problem with repeated looping is that if the equations are far from convergence, prolonged
iterations of a single equation or group of equations in the absence of the other equations would
tend to perpetuate any nonphysical answers. Then when the algorithm switched to the iteration of
the other equations, these non-physical answers would be perpetuated further. In other words,
repeated looping has the effect of unlinking the equations which may result in perpetuation of error
that causes the code to blow up.

It was noted that in most cases of interest the conservation equations were source dominated.
This means that the time scale for change due to local processes (sources) was much smaller than
that due to the other processes (convection and diffusion). Therefore if a solution technique could
be devised to take advantage of this aspect of the equations, it was thought that it might be
successful.

The alternating direction implicit routine (ADI) used to solve the conservation equations is a line
solution method. This means that a set of algebraic equations, oi.e for each point in a line of

points, is solved simultaneously. Physically this means that for a slice of constant x, all points in
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the radial direction are assembled and solved. The routine then increments to the next ~ value and
solves the next line using the previous answers. After sweeping across all x (from the inlet to the
exit in the computational domain), the method then switches to lines of constant r and sweeps the
domain in that direction.

A point solution method would solve for each point within the domain explicitly. Furthermore,
the point solution could be repeated with updafed sources. This was the essence of the point
solution technique as suggested by Professor Vanka for the source dominated equations. The
computational domain would be looped through a point at a time for each equation. At each point,
the equation would be solved with updated sources a number of times. Although this technique
also appeared to be promising, it also failed to produce a converged solution.

The concept of inertia is analogous to underrelaxation and is described in Patankar (1980). It is
also analogous to adding an unsteady term to the equations and then adjusting the time steps.
Although it was thought that adding inertia to the discretized conservation equations might help the
convergence of the solutions, it was found that this was not the case and that inertia merely slowed
down the rate of convergence.

Other techniques that were tried included source term underrelaxation and source dominated
value limiting, both of which are described by Patankar (1980). Unfortunately, neither of these
produced a satisfactory result either, and a non-trivial solution to the generalized model was not
achieved. However, in hindsight, based on the knowledge and experience gained throughout this
effort, given additional time, and with a bit of reworking, a solution algorithm can be developed
which will yield non-trivial results for the generalized model.

Unfortunately, since the generalized model failed to produce results, a simplified model was
formulated which retained some aspects of complexity, yet discarded others. This simplified

model is described in Chapter 4.
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4. Simplified Kinetic Non-Equilibrium Model

Due to problems in trying to get the full generalized non-LTE model as described in Chapter 3 to
produce non-trivial results, the generalized non-LTE mc .zl was simplified. The types of
simplifications that were made were based on a combination of knowledge of the physical
procésses and computational complexities involved. Since the physical processes in an LSP are
linked, care was taken in what was neglected and what was retained to insure that the simplified
model had a physical basts.

4.1 Assumptions

The first assumption of the simplified model is that kinetic nonequilibrium is possible. This
aspeci of non-LTE was retained based upon the arguments presented in Chapter 1 and also due to
the experimental results of Zerkle (1992) which demonstrated kinetic nonequilibrium in argon
LSPs. Therefore, the simplified model retains two energy equations.

Chemical equilibrium is assumed, and the major species number densities are computed using
the algorithm presented in Appendix J. Therefore the species mole fraction equations become
redundant and are dropped from the algorithm. In the absence of the species equations, the species
diffusion fluxes have also been dropped, thereby neglecting species diffusion. The assumption of
chemical equilibrium also eliminates the need for the computation of species source terms and
inelastic energy transfer terms from a collisional-radiative model.

Although the generalized model implicitly included both line and continuum radiation as
described in Appendix F, the simplified model retains only the continuum radiation of the
electrons, which is assumed to be optically thin. The collisional-radiative model is therefore
reduced to the computation of optically thin continuum radiation loss and the elastic collisional
transfer term.

There was some question as to whether the flow work terms appearing in the energy equations
(3.1) and (3.2) were correctly formulated. The total flow work should be represented by the local
static pressure multiplied by the divergence of the local velocity field. However, since the

generalized model required two energy equations, the local pressure had two components.
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Therefore the electron energy equation had a term for flow work involving electron pressure, and
the heavy species energy equation had a term for flow work involving heavy species pressure.
The sum of the two separate flow work terms however does not yield the total flow work
described above, due to two discrepancies.

The pressure field which drives the flow results from the pressure correction equation and can
be described as the system reference pressure plus a relatively small pressure correction. In the
computation of species number densities for the simplified model, the system pressure is used
without the small correction. In addition, the pressure terms in the energy equations, given by
equations (D.46) and (D.57) neglect the Debye-Hiickel pressure correction. The error due to these
two factors was considered to be negligible, however the energy equations were slightly altered for
the simplified model to assure consistency. The flow work term was dropped in the electron
energy equation, and the flow work term was altered in the heavy energy equation to represent all
of the flow work as the local static pressure multiplied by the divergence of the velocity field.

4.2 Conservation Equations

Based upon the above simplifications and assumptions, the conservation equations for the
simplified model will now be presented. In the absence of flow work, electron diffusive heat flux,
and inelastic collisional transfer, the electron energy cquation becomes:

BB ) B - 205 10T
+ BABS - ELST - RADLS + CONRAD “.0n
where, as explained in Appendix F, RADLS represents the optically thin radiation loss for photon
energies above 100 eV. In addition, the simplified version of CONRAD represents the optically
thin radiation loss for photon energies below 100 eV and is therefore always negative.
The simplified model heavy energy equation is:
S Gowkon Jre )+ 33 ko Ty )= i hn 58 )+ 1 3 )

-p (a" - 31:(rv)) +ELST (4.2)

X

where the last two terms represent the flow work and elastic collisional transfer.
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The momentum equations and continuity equatior. are unchanged in the simplified model and
equations (3.3), (3.4), and (3.5) are still valid. The computation of the major species number
density requires four equations for the four unknowns. The first of these equations represents
charge neutrality and is referred to as the condition of quasineutrality given by:

N = Dy+ 4.3)

The second equation required to compute the number densities is the equation of state, given by:

P = (nckpTe + mykpTg)(1 - PRY) (4.4)
where P is the system pressure, and once again PI%H is the Debye-Hiickel pressure correction

which, neglecting the minor species, is:

4me? nyg+y\ 1SV
DH _ N H
P —(241t(nenh)( b (T T, )) ) (4.5)

The last two equations required to compute the number densities are the dissociation and

ionization laws of mass action which are respectively given by:
2T,

2
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in which the E terms in the exponents represent zero point energies and the Z terms represent

partition functions. The derivations of equations (4.6) and (4.7) a; well as a description of the
algorithm which ~omputes the major species number densities using equations (4.4) to (4.7) can be
seen in Appendix J.
4.3 Transport Coefficients
The computation of transport coefficients has also been changed for the simplified model. Due
to the negleci of species diffusion in the simplified model, the multicomponent and thermal
diffusion coefficients are not ¢ nputed. Also, instead of computing the other coefficients directly

as described in Appendix E, the electron thermal conductivity is approximated by an algebraic




expression, and the heavy species thermal conductivity and viscosity have been curve fit against
temperature and pressure using LTE data from Kovitya (1985) and Cebeci and Bradshaw (1984).

The data taken from Kovitya (1985) is valid from S000K to 69000K gas temperature, and for
pressures from 1 atm to 100 atm. The data taken from Cebec’ and Bradshaw (1984) is valid for
I atm and gas temperatures from 300 K to 1300K. Nevertheless, curve fits were constructed
from 300K to 60000K gas temperature, and pressures of 1, 10, and 100 atm for viscosity and
heavy species thermal conductivity. Values for the model were then interpolated between the curve
fits as necessary. The error introduced by this type of primitive curve fitting cannot be avoided in
the absence of actual transport coefficient computations as described in Appendix E.

Electron thermal conductivity is based roughly on the values used by Chen (1980) for electron
thermal conductivity in an argon plasma, and is given by the expression:

Ae =5 x 10-25nT, (4.8)

This expression is admittedly heuristic in nature, and may be a poor representation of the
electron thermal conductivity. However, the error introduced cannot be avoided in the absence of
the computations described in Appendix E.

4.4 Solution Algorithm

The soiution algorithm for the simplified model remains essentially unchanged from that for the
generalized model except for the exclusion of the subroutines DIFFVEL and SPCFRAC, and the
altered form of subroutines CRMODEL and TRANSPORT. In addition, due to an improved
method for the solution of the energy equations, subroutines ELECTRON und HEAVY have been
combined into subroutine ENERGY. The simplified model flowchart can be seen in Figure 4.1.

Early tests of the simplified algorithm did not produce satisfactory results. The problem was in
the normalized energy equation residuals which were observed to decrease to typically a few per
cent and then oscillate or stick and not decrease further. No sensible explanation could be found
for this behavior, but it was thought to be caused by the fact that the two energy equations were

linked by the elastic energy transfer term in each. If the term ELST appearing in equations (4.1)




and (4.2) is rewritten as an elastic transfer coefficient, elst, multiplied by the kinetic temperature

difference, the discretized form of equation (4.1) may be written for every point in the domain as:
(ape + elst) T = Zanbe'l‘enb + Sources, + elst (Ty) (4.9)
and the discretized form of equation (4.2) may be written for every point in the domain as:
(apg +elst) Ty = Za,,bng,,b + Sources, + elst (Te) (4.10)
where the elastic transfer term has been linearized as per Patankar (1980, p. 143) since it is a

function of the variable being solved for in both equations (4.9) and (4.10), and the Sources terins

do not include ELST. The direct link between the energy equations can be seen clearly.

<>  INITDATA L.-. SPECIES
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'@»|  CRMODEL
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< ENERGY _ |es—| ADI
'« TRANSPORT
CORE | @ »=f CRMODEL
— UMOM ell—{ ADI
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WRITE ALL
N y | FIELDS.
GENERATE STOP
PLOT FILES.

Figure 4.1  Flowchart of solution algorithm for simplified kinetic nonequilibrium model

Upon suggestion from Professor Vanka, equation (4.9) was solved for T, and substituted into

equation (4.10), and equation (4.10) was solved for Ty and substituted into equation (4.9). The
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result is an equation for T, which does not involve T, at the solution point, and an equation for Ty

which does not involve T, at the solution point. The new discretized electron energy equation is:

elst| 2 anheTonp + Sources
+ elst - elst? Ea" Tenp + Sources, + (Z e g) (4.11
(aPe st -3p pg + elst)r be ! enb et apg + €ISt 11)

and the new discretizeG heavy species energy equation is:

elst2 elst (Zanbe'renb + Sourcese)
(apg + elst - ape + elst)T Zanbg gnb + Sources, + ape + elst 4.12)

Equations (4.11) and (4.12) were incorporated into subroutine ENERGY 1o replace subroutines
ELECTRON and HEAVY. Solutions were achieved for which the normalized energy residuals
readily dropped to below values of 1 x 10-4. Although the energy equations ultimately being
solved for remain unchanged, a mathematical manipulation which increased the implicitness of the
variables at the solution point was necessary for proper convergence. Results of the simplified

model are discussed in Chapter 5.
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§. Simplified Model Results

The simplified model was run for a variety of test cases to produce predictions versus variations
in beam power, gas mole flux, gas pressure, and beam f-number. Results for global absorption
and thermal efficiency are presented and compared with experimental results. Contour plots of
selected quantities are also presented to illustrate physical phenomena and make case comparisons.
In addition, it was discovered that model solutions are dependent upon initial conditions, as well as
operating parameters.

Steady state solutions are defined by fields for which the normalized residuals for mass
continuity, axial momentum, and radial momientum have decreased to or below 1 x 10-3, and the
normalized residuals for electron and heavy species energy have decreased to or below 1 x 10-4.
These levels were chosen to define convergence because it was observed that values for global
absorption and thermal efficiency changed very little if further convergence was attempted.

Global absorption can be computed in two equivalent ways using the model. The first method
is to compute the sum of BABS(i,j) multiplied by 2%t over the entire domain and divide by the
beam power. The second method is to compute the total power remaining in the incident beamn
rays upon exiting the computational domain, subtract this ransmitted power from the incident
power and once again divide by the incident power.

Following the first method, global absorption, a, may be written as:

Y. (2mBABS(G,j)
&
o= mBeam Power G.1

Thermal efficiency is computed by summing the net enthalpy increase of the heavy species
between exit and inlet, divided by the incident beam power. More precisely, thermal efficiency. 1,

may be written as:

_ m (hexit - hinlet)
N = "Beam Power

(5.2)

From the definition of enthalpy, equation (5.2) is equivalent to:
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Beam Power (5.3)

If the fully generalized model were being used, the flow work in the energy equations would
include a component due to electron pressure in the electron energy equation, and a component due
to heavy species pressure in the heavy species energy equation. In that case, the pressure
appearing in equation (5.3) would be given by the heavy species component, nhkpTg. However,
flow work was only included in the heavy species energy equation in the simplified model, and
was based on the system pressure plus the small local correction. Since the local pressure
correction is negligible with respect to the system pressure, it may be neglected in the computation
of thermal efficiency. Therefore, the pressure appearing in equation (5.3) represents the system
pressure.

5.1 Computational Domains

Several computational domains were used in this study depending upon the f-number and
expected length of the plasma. The majority of runs were on computational domain D v 1ich is
described below along with the other domains which are summarized in Table 5.1. The selection
of the computational domain for a particular test case was based upon a balance between
computational intensity and grid resolution. In addition, it is necessary that the exit of the domain
be far enough downstream that the no derivative exit boundary condition does not affect the
flowfield. In cases which produce elongated plasmas, it is also vital that the domain be long
enough such that portions of the plasma tail which may still be radiating are included. Therefore, a
long domain with a moderate number of grid nodes, but with a high resolution at the plasma core is
desired. Referring to Table 5.1, the column headed Geometry refers to the axial and radial non-
uniformity numbers described in Chapter 3, ROC refers to the radius of curvature of the focusing
lens, ext is the lens extra thickness, and O.D.D. refers to the optics to domain distance necessary
for the beam ray trace.

It is obvious from the description of the ray trace in Appendix H, that if the number of cells in

the vicinity of the plasma core were changed, that the ray trace would have a different number of
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turning points. If the grid in the plasma core region were too coarse, it is possible that the resulting
abrupt changes in ray direction could represent a bad distortion of reality. Comparisons can
therefore only be accurately made between cases for which the plasma core region has a similar
grid resolution. That is why all of the domains share the same grid cell dimensions in the regions
of the beam focus, regardless of the beam geometry or overall domain length.

Table 5.1 Computational Domains

— Grd WWMW%@

D 100x50  304.8x63.5 34 426.77

F 100x50  304.8x63.5 34 850.00 7.5 562
G 100x50  304.8x63.5 34 222.00 5 112
H 100x50  406.4x63.5 8.4 426.77 5 260

5.2 Model Plasma Initiation

Once the desired grid and optical parameters are selected for a particular case, the next step is to
initiate the plasma and allow the fields to relax to a steady state solution. Experimentaily this was
done by inserting a tungsten rod into the plasma focus as described in Chapter 2. The rod released
free electrons which immediately began absorbing the incident laser beam and subsequently caused
a plasma breakdown through continuous heating and collisions with heavy species. Although it
qualitatively represents a point input of power at the beam focus, this phenomenon is not well
described spatially or in the amount of energy initially distributed in the electrons ejected by the
tungsten rod. Therefore, there is no definitive method in which the model plasma could be started
which would exactly match experimental conditions. Before it was realized that initial conditions
make a difference to the final solution, the question of how to start the model plasma was
considered only from the standpoint of practicality and ease of achieving solutions.

The first few runs of the model were started assuming a cold flow of gas through the chamber
and an unperturbed incident beam. This condition corresponds to the case of ltenum=0 in
subroutine INITDATA. A small amount of energy was artificially placed near the focus of the
unperturbed beam, which was known based upon the beam ray trace. Typically, for domain D and
an f-4 beam geometry, one microwatt was added to the electron energy through setting the source

term BABS(20,2) to a minimum of one microwatt for the first ten iterations. The result was a
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spike in electron temperature which then gradually relaxed as plasma breakdown was simulated
numerically by the species computation described in Appendix J. The fields then relaxed to steady
state answers. This method of initiation was later labeled as the point spark method.

Cases which were to be run that were similar to cases for which answers already existed could
be started in a different fashion. Since it was believed that giving the solution algorithm a set of
converged fields for a case similar to the one to be run would result in faster convergence than
starting from scratch, this is exactly what was done. This corresponds to the Itenum=1 case in
subroutine INITDATA. This method was implemented by reading in the full set of six converged
fields from a previous case and then allowing the algorithm to relax to a solution. Since this
method of siarting test cases was commonly used by Eguiguren (1989) in his LTE model, it was
not thought to pre<ent any problems. A listing of model results appears in Table 5.2.

Table 5.2 Global Results of Test Cases

Power Pressure # of abs eff

Case Domain (W) (@m)  MoleFlux f# input iteradons (%) (%)
tf45 D 70 35 21929 4 ps 1561 99.38 32.64
tf32 D 70 7 2192.9 4 ps 1514 99.93 23.77
tf37 D 70 3.5 21929 4 line 1527 99.83 39.85
f1 D 3.5 3.5 1507.6 4 ps 4530 82.93 73.19
f2 D 35 3.5 1781.8 4 ps 2202 85.30 74.56
f3 D 7 3.5 1644.7 4 ps 3556 94.09 72.80
f4 D 7 3.5 2192.9 4 ps 2436 94.38 79.72
f5 H 700 3.5 2192.9 4 ps 2338 99.95 13.19
f6 H 70 1 2192.9 4 ps 2430 89.63 58.65
7 F 7 3.5 2192.9 8 ps 2930 94.50 75.27
f8 D 70 3.5 21929 4 f4 1919 99.38 32.64
f9 G 7 35 2192.9 2 ps 2279 94.36 76.48
10 D 70 3.5 2192.9 4  tf32 1896 99.33  32.20
f11 D 7 3.5 1918.8 4 DS 1366 94.30 75.71
12 D 3.5 3.5 2192.9 4 ps 2543 8548 76.14
13 D 3.5 3.5 1644.7 4 ps 1636 84.83 73.69
f14 D 35 35 2467.1 4 ps 1727 85.06 77.33
f15 D 3.5 3.5 3015.3 4 ps 2157 83.79 81.25

A variety of other methods could have been used to start the problem depending upon the
distribution and magnitude of the initial sparks employed. Two other cases were actually used,

which were a sequence of one microwatt sparks distributed along an axial line 11 scalar nodes long
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in the domain just upstream of the beam focus, and a two dimensional box of one microwatt sparks
11 scalar nodes by 3 scalar nodes, again just upstream of the beam focus.
5.3 Initial Condition Dependent Muitiple Solutions

Model solutions were dependent upon initial conditions as well as operating parameters. In
order to eliminate any possibility that the multiple initial condition dependent solutions were the
result of some inconsistency within the computational algorithm, or a function of the domain, two
tests were conducted using a slightly different version of the heavy species energy equation which
neglected the flow work term.

First, to insure that there were no errors associated with starting and stopping the code which
would cause the spread of results, a case was started from a point spark on domain D and allowed
to run for 500 iterations. The output was stored and the code was restarted tsing the stored output
as input and allowed to run to convergence, taking an additional 615 iterations. The code was
restarted a second time using the output after SO0 iterations as input and allowed to run for another
500 iterations. The fields from this second case (1000 total iterations) were then used as input for
another code run at the same conditions which converged to a solution in an additional 226
iterations. Finally, the same set of operating conditions were run from a point spark all the way to
convergence in 1108 iterations. All three converged results were identical which proved that there
was no problem in stopping and starting the code.

Second, to insure that the spread of results was not due to some problem with the computational
grid, two cases at identical operating conditions both initiated with a point spark were run on
different domains (D and H). The results for the two cases were negligibly different, thereby
proving that the domain length was not a problem either.

Therefore, the conclusion is that the model solutions are indeed dependent upon initial
conditions. The equations which govern the phenomenon studied constitute a set of 5 strongly
.nonlinear partial differential equations, coupled with 3 additional nonlinear algebraic equations
(plus quasineutrality), as described in Chapter 4. This set of equations represents a nonlinear

dynamical systern with a phase space of infinite dimensions. In such systems, one expects to find




multiple stable and unstable coexisting attractors appearing in the phase space as equilibrium
points, periodic motions, or quasi-periodic motions (Wiggins, 1990, Guckenheimer and Holmes,
1983, and Vakakis, 1993). Depending on the particular choice of initial conditions, one can end
up in different domains of attraction and thus one can get qualitatively different stable solutions.

Numerical tests indicated that the obtained solutions were stable processes, i.e., if the solution
field were perturbed, the dynamical process was found to be attracted back to the same solution.
Using the version of the energy equations which neglected flow work, a set of solution fields was
perturbed by multiplying all electron temperature nodes greater than 1000K by a factor of up to 10,
and then allowing the solution to relax. All perturbed cases returned to the original solution,
demonstrating it to be a stable solution. In addition, restarting the algorithm any number of times
to produce plot files always resulted in a converged solution identical to the original solution. A
comparison of global model results for the same parameters but four different initial conditions can
be seen in Table 5.3.

Table 5.3 Comparison _of Initial Condition Dcpendent Multiple Solutions

Power Pressure # of abs eff

Case Domain (kW) (atm) Mole Flux f# input iterations (%) (%)
tf45 D 70 3.5 . 4 ps 1561 99.38 32.64
tf37 D 70 35 21929 4 line 1527 99.83 39.85
8 D 70 35 4 f4 1919 09.38 32.64
f10 D 70 35 4 tf32 1896 99.33 32.20

Referring to Table 5.3, note that 4 different initial conditions yielded 3 different solutions. To
summarize the results, case tf45 was initiated with a point spark, case tf37 was initiated with a line
spark, case f8 was initiated with output from a 7 kW, 3.5 atm case (f4), and case f10 was 1nitated
with a 70 kW, 7 atm case (:f32). A comparison of temperature fields and ray traces reveals some
interesting aspects about the physical structure of the multiple solutions and gives an indication of
the effect of initial conditions. In the figures that follow, the darker lines starting at the domain
inlet and reflecting at (passing through) the axis, represent the path of the incident beam as
represented by a raytrace using 9 rays. Both the direction of beam travel and gas flow are bottom

to top, and the left hand side of the domains represent an axis of symmetry.




The peak electron temperature for case tf45 as can be seen in Figure 5.1 was 40068 K, on the
axis of symmetry, at location x=33.02, r=0 mm. The peak heavy species temperature for case tf45
was 39993 K. The outer portion of the beam has been refracted towards the axis, resulting in a
tight ring focus.

The peak electron temperature for case tf37 as can be seen in Figure 5.2 was 30760 K, and is
clearly off the axis of symmetry and further upstream, at location x=17.78, r=1.98 mm. The peak
heavy species temperature for case tf37 was 30754 K. The off axis peak temperature location is
due to the off axis beam focus which is due to refraction of the beamn by the plasma. The plasma
front for case tf37 is much further upstream than for case tf45, which causes the premature beam
focus.

The peak electron temperature for case f10 as can be seen in Figure 5.3 was 39203 K, and is
once again on the axis of symmetry at location x=33.02, r=0 mm. The peak heavy species
temperature was 39140 K. Case f10 closely resembles case tf45 but has a lower peak electron
temperature as well as a slightly lower thermal efficiency. The important difference, however, is
that the plasma front is slightly shifted upstream for case f10 as compared with case tf45.

This shift of the plasma upstream can be clearly seen in the comparison of electron temperature
contours presented in Figure 5.4. Note that the point spark case (tf45) is the furthest downstream,
and the line spark case (tf37) is the furthest upstream. It should be stressed that the off axis
temperature peak for case tf37 actually represents an annular region of peak temperature, and is
caused by the premature focusing of the beam away from the axis, which is caused by the presence
of the plasma in the first place.

It is interesting to note how the selection of initial conditions effects the steady state solution.
The region of initial power input effects the final position of the steady state LSP. The line spark
case introduced power (which resulted in a plasma) furthest upstream of the three cases
considered, and therefore resulted in the most distorted incident beam, represented by an off axis

focus. Intuitively, one would expect the off axis focus to move closer to the axis and end up in the




same position regardless of initial conditions. However , the model results clearly demonstrate that

this does not occur.
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Figure 5.1

Electron temperature contours and beamn ray trace for the core region of case tf45
which is a 70kW, f-4, 3.5 atm, 2192.9 moles/m2s LSP from a point spark.
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Figure 5.4  Comparison of electron temperature contours for the core regions of the multiple
solutions at 70 kW, 3.5 atm, -4, and 2192.9 moles/mZ2s.




Based upon results from test cases in which the flow work term was neglected in the heavy
species erergy equation, it would appear that tk : multiple model solutions at 3.5 atm each represent
a separate family of solutions. The same sort of spread in answers at 3.5 atm would be expected at
other pressures for the same initial conditions. It is difficult to say exactly how many solutions
there actually might be for a given set of parameters but different sets of initial conditions. It is
known that not al1 initial conditions yield different answers as is evident from case f8, which
yielded the exact same solution using a 7 kW set of fields as input, as did case tf45 from a point
spark

5.4 Comparison with Experiments

Experimentally only one set of solutions has been detected. The fact that other solutions have
not been observed experimentally does not eliminate the possibility of their existence. Similarly,
despite the fact that the model has demonstrated multiple solutions dependent upon initial
conditions, comparisons can still be made with the experimental results in terms of performance
and stability. Model results generated with a point spark will be used for comparison purposes
since the point spark most closely resembles experimental LSP initiation.

It should be noted, however that the model domain does not exactly match the experimental
domain in one minor aspect. The model domain has uniform flow across the entire inlet. As
described r Chapter 2, the experimental chamber consisted of a 127 mm i.d. cylindnical stainless
steel chamber with a 48 mm i.d. quartz tube centzred within it through which the gas flowed.
Flow issuing from the tube therefore acted as a free jet into the larger chamber, with the
corresponding recirculation eddies along the chan.>=r walls. The SIMPLE algorithm can easily
handle recirculation eddics as loug as the eddies are contained within the computational domain and
do not extend to the exit plane. If this were to happen, then there would be no appropriate exit
bound. y condition that could be applied. Because it was unknown apriori whether or not 1model
plasma solutions would encounter problems with back flow at the exit plane, the inlet flow
condition was slightly altered to eliminate the possibility of recirculai’'on eddies. Moc.' mole

fluxes correspond to experimental mole fluxes through the 48 mm quartz tute  However, because
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of the expansion of the gas flow out of the tube, the model and experimental mole fluxes may not
match precisely. In addition to possibly effecting predictions for global absorption and thermal
efficiency, this would also be expected to effect blowout mole flux predictions. Model predictions
for global absorption and thermal efficiency for a series of 7 kW, -4, 3.5 atm: LSPs can be seen

compared with experimental results for similar conditions in Figure 5.5.
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Figure 5.5 Comparison of model predictions for global absorption and thermal
efficiency of 7 kW, f-4, 3.5 atm hydrogen LSPs and experimentally determined
global absorption and thermal efficiency of 7 kW, f-4.1, hydrogen LSPs at
3.5240.10 atm
Based upon the data in Figure 5.5, it would appear that at 7 kW, f-4, and 3.5 atm, the mode!
slightly overpredicts global absorption. However it is also possible that the experimental global
absorption data had a systematic error associated with it which caused the measurements to come
out low. This errr could have been dne to plasma irradiation of the calorimeter cone on top of the
absorption chamber which had been assumed to be negligible as describec in Appendix B. The

essentially constant model global absorption with increased mole flux agrees well with

e«perimental results.
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Model predictions for thermal efficiency at 7 kW, f-4, 3.5 atm appear to match experimental
values both in magnitude and trend. No comparison can be made for blowout predictions at these
conditions, however, because none of the 7 kW, 3.5 atm, f-4.1 experimental LSPs were blown
out. Overall it would appear that there is fair agreement between model predictions and
experimental results at 7 kW, f-4 and 3.5 atm.

Model predictions for global absorption and thermal efficiency for a series of 3.5 kW, f-4, 3.5
atm LSPs can be seen compared with experimental results for similar conditions in Figure 5.6.
The experimental 3.5 kW LSPs did demonstrate a blowout as marked on the plot in Figure 5.6.
Note that once again, the model slightly overpredicts global absorption compared with
experimental values. The model results also indicate a slight variation in global absorption with

increasing mole flux, but this effect is minor.
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Figure 5.6  Comparison of model predictions for global absorption and thermal
efficiency of 3.5 kW, f-4, 3.5 atm hydrogen LSPs and experimentally determined
global absorption and thermal efficiency of 3.5 kW, f-4.1, hydrogen LSPs at
3.5640.02 atm

Thermal cfficiency as predicted by the model compares very well with the experimental results.

However, a large discrepancy is visible in Figure 5.6 between the experimentally determined
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blowout mole flux and the model blowout mole flux. It should be realized that experimentally, as
LSPs approach the blowout limit, any small perturbations in the operating parameters can cause the
plasma to prematurely extinguish. This is the major reason why blowout mole fluxes are difficult
to exactly determine experimentally.

In addition, it has been observed experimentally as documented by Zerkle (1988) that the quality
of the incident beam has an effect on the blowout mole flux. It was demonstrated that after a
realignment of the laser optics which resulted in a more symmetrical beam that the biowout mole
fluxes were observed to increase significantly. It is possible that since the model assumes a
symmetrical beam that predictions for blowout mole fiux would therefore be higher tharn what was
observed experimentally due to possible laboratory beam asymmetries.

Theoretically, the blowout mole flux is reached when the value for thermal efficiency closely
approaches the value for global absorption, representing a negligible radiation loss. Because there
are no random perturbations in the model, a blowout prediction would be expected to correspond
to the case where the values for global absorption and thermal efficiency come together. If one
were to extrapolate the model data, this would occur at a mole flux near 3400 moles/m2s.
Therefore the model does only a fair job of predicting blow out mole flux, however this may be
due to factors which are not even included in the model, such as bzam asymmetries or experimental
perturbation of control parameters.

5.5 Model Results Versus Control Parameters

As was done in Chapter 2, the effect of each of the four control parameters on model LSP
performance will now be discussed. A discussion of model results has the advantage over global
experimental results of a much fuller description of all the variable fields. Trends in global results
will be summarized and compared with experimental observations. In addition, contour plots of
variable fields will be presented to emphasize important points.

5.5.1 Effect of Mole Flux Variation
The variation of predicted global performance versus changes in mole flux have already been

demonstrated in the plots of Figures 5.5 a~d 5.6. Model global absorption is essentially constant
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versus mole flux, however model thermal efficiency increases with mole flux. Both these trends
agree well with experimental results like those plotted in Figures 2.4 and 2.6.

A closer examination of LSP temperature and radiation fields clearly reveals that an increase in
mole flux causes the LSP to slightly increase in length, and decrease in peak temperature.
Contours of heavy species temperatures for a 1644.7 moles/m?s, 7 kW, f-4, 3.5 atm (case £3) LSP
may be seen in the plot in Figure 5.7. Note that the peak heavy species temperature was 21142 K
(peak electron temperature was 21146 K). In contrast, contours of heavy species temperatures for
a 2192.9 moles/m?s, 7 kW, -4, 3.5 atm (case f4) LSP may be seen in the plot in Figure 5.8.
Note that the peak heavy species temperature of case f4 is slightly cooler than for case f3, with a
value of 20434 K (peak electron temperature was 20439 K). In addition, the 3 and 5 thousand
degree temperature contours for case f4 in Figure 5.8 clearly intersect the axis of symmetry further
downstream than the corresponding contours for case f3 in Figure 5.7.

5.5.2 Effect of Power Variation

Model predictions for global absorption and thermal efficiency for three model cases (i4, tf45,
and f5) at f-4, 3.5 atm, and 2192.9 moles/m2s have been plotted against incident power in
Figure 5.9. Predicted global absorption follows the experimentally cbserved trend of increasing
with laser power, appearing to asymptote to 100%. For a fixed mole flux, thermal efficiency
decreases with increased incident power, due to an increased fraction of the incident power lost as
radiation from the LSP. The tremendous increase in radiating volume with incident power can be
seen by comparing the radiation loss contours plotted in Figures 5.10, 5.11, and 5.12.

Referring to Figures 5.10 - 5.12, note that not only does the LSP radiating volume increase with
power, but the region of maximum radiation loss moves farther from the axis as power is
increased. This maximum radiation loss region corresponds to an electron temperature between

16000 K and 17000 K at 3.5 atm.
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Figure 5.7  Heavy species temperature contours for a 7kW, 1644.7 moles/m2s, f-4, 3.5 atn
(case f3) hydrogen LSP.
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Figure 5.9  Model results for global absorption and thermal efficiency versus

incident power for 3.5 atm, f-4, 2192 moles/m2s hydrogen LSPs. Cases f4, tf45,
and f5 have been plotted.

Clearly, this temperature region moves away from the axis with increased power, because of
increased peak electron temperatures. Electron temperature contours for cases f4, tf45, and f5 can
be seen in the plots of Figures 5.13 - 5.15, respectively. Note the dramatic peak electron
temperature increase between 7 kW (20439 K),70 kW (40068 K), and 700 kW (69522 K).

The final comparison to be made with power variation is location of maximum beam absorption.
It would appear that as power is increased and peak temperature risces, the absorption coefficient
along the path of the beam is decreased. The vast majority of power is absorbed at or near the
focus in the 7kW case as can be seen in the plot of Figure 5.16. However, absorption of the beam
is far more gradual for the 700 kW case, with the region of maximum absorption actually occuring

just downstream of the laser focus as can be seen in the plot of Figure 5.17.
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Figure 5.10 Contours of the base 10 log of radiation loss in Watts per meter cubed from case
f4 which is a 7kW, 3.5 atm, f-4, 2192.9 gmoles/m?2s hydrogen LSP.
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Figure 5.13 Electron temperature contours of the core region of case f4, which is a 7kW, 3.5
atm, f-4, 2192.9 gmoles/m2s hydrogen LSP.
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Figure 5.14 Electron temperature contours of the core region of case tf45, which is a 70kW,
3.5 atm, f-4, 2192.9 gmoles/m2s hydrogen LSP.
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Figure 5.15 Electron temperature contours of the core region of case f5, which is a 700kW,
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It should be noted that in an effort to include as much of the radiating volume in the domain as
possible, case f5 was done on domain H, which has a total length of 406.4 mm. Clearly, as
indicated from the plot in Figure 5.12, part of the tail region of the LSP is outside of the
computational domain. However for comparison purposes, the plot is more than adequate.

5.5.3 Effect of Pressure Variation

Model results for global absorption and thermal efficiency for a series of 2192.9 moles/m?s,
70 kW, f-4 hydrogen LSPs can be seen in the plot of Figure 5.18. Predicted global absorption
follows the experimentally observed trend of increasing with increased pressure, appearing to
asymptote to 100%. For a fixed mole flux, thermal efficiency decreases with increased gas
pressure due to a larger fraction of the incident power lost as radiation. It is clear from the heavy
species temperature contour plots appearing in Figures 5.19 - 5.21 that an increase in gas pressure

results in a decrease in both LSP length and width, and therefore volume.
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Figure 5.18 Model predictions for global absorption and thermal efficiency for a series of 70
kW, f-4, 2192.9 gmoles/m?2s hydrogen LSPs initiated from a point spark versus
pressure.
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Note that the 5000 K temperature contour in Figure 5.19 for the 1 atm (f6) case crosses the axis
near 270 mm from the inlet and extends to approximately 14 mm radially from the axis. However,
the 5000 K temperature contour in Figure 5.20 for the 3.5 atm (1f45) case crosses the axis at
approximately 135 mm and extends radially from the axis to approximately 10 mm. The
corresponding contour in Figure 5.21 for the 7 atm (tf32) case has even smaller dimensions. In
addition to a decrease in size, a peak temperature increase with increased pressure was observed.
Peak heavy species temperature was 29084 K at 1 atm (case f6), 39993 K at 3.5 atm (case tf45),
and 44823 K at 7 atm (case tf32).

Despite the decrease in LSP size with increased pressure, radiation loss was observed to
increase, due to the increased number density of emitters (electrons). Radiation loss can be seen in
the plots of Figures 5.22 and 5.23 for a 1 atm (f6) case and a 3.5 atm (f45) case respectively.
Comparing the plots of Figures 5.22 and 5.23, the radiating volume of the 1 atm case is much
larger than for the 3.5 atm case, howzver, the 3.5 atm case radiates more in the region of the
plasma core, and since the plot contours are on a log scale, the difference is an order of magnitude.

5.5.4 Effect of Beam F-Number

Model results for global absorption and thermal efficiency for cases at 2192.9 moles/m?s,
7 kW, 3.5 atm and three f-numbers can be seen in the plot of Figure 5.24. Predicted global
absorption is essentially constant versus f-number. Experimentally it was observed that global
absorption slightly decreased when f-number was increased from f-4.1 to f-7.1, as was evident
from the data in Figure 2.6.

Based on the data in Figure 5.24, thermal efficiency increases between f-2 and f-4 but decreases
between f-4 and f-8. This is due at least in part to the location and magnitude of the peak
temperature, which is directly effected by the beam geometry. Electron temperature contours of the
core regions of the three cases plotted in Figure 5.24 can be seen in the plots of Figures 5.25 -
5.27. Note that the location of the peak temperature in each case is just upstream of the beam focus

in the direct path of the beam, and that peak temperature is a maximum for the f-4 case.
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Figure 5.20 Heavy species temperature contours for case tf45 which is a 3.5 atm, f-4, 70kW,
2192.9 moles/m?s hydrogen LSP.
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2192.9 moles/m2s hydrogen LSP.




- =N N Uk iy GF S U N E W S W ' " W W W =

91

400

360

320

280

Axial Distance (mm)

Log10 of radiation loss
in Watts per meter cubed
Contours are

0-9@1

0 [ | I | [ [
0 10 20 30 40 50 60

Radial Distance (mm)
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70kW, 2192.9 moles/m2s hydrogen LSP.
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The £-2 case had a peak electron temperature of 21498 K (heavy species peak temperature =
21490 K) off the axis of symmetry at location x=31.33, r=1.19 mm. The f-4 case had a peak
electron temperature of 20439 K (heavy species peak temperature = 20434 K) on the axis of
symmetry at location x=31.33, r=0 mm. Finally, the t-8 case had a peak electron temperature of
24158 K (heavy species peak temperature = 24150 K) also on the axis of symmetry at location
x=31.33, r=0 mm.

The off axis peak temperature of the f-2 case was a result of beam geuvinetry alone since there
was no significant refraction effects in any of the three f-number comparison cases. At higher gas
pressures, the plasma front would be expected to be further upstreamn with the peak temperature
location following the beam upstream and away from the axis. This behavior had been observed
previously for experimental high pressure argon plasmas which appeared to have "legs" which
followed the beam upstream. Although the beam was assumed to be axisymmetric in the model,

the laboratory laser was known to have hot spots which destroyed the symmetry. It is therefore
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possible that the experimental observance of the "legs" corresponds to the off axis peak

temperature displayed by case {9, but for a nonsymmetric beam. l
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Figure 5.25 Electron temperature contours and beam ray trace for the core region of case 9,
which is a 7kW, 2192.9 moles/m2s, 3.5 atm, f-2 hydrogen LSP.
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Figure 5.26 Electron temperature contours and bcam ray trace for the core region of case f4,
which is a 7kW, 2192.9 moles/m?s, 3.5 atm, f-4 hydrogen LSP.
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Figure 5.27 Electron temperature contours and beam ray trace for the core region of case 7,

which is a 7kW, 2192.9 moles/m2s, 3.5 atm, {-8 hydrogen LSP.
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Although global absorption is essentially equivalent for the three f-number comparison cases,
the location of maximum beam absorption is different for the f-2 case than for the f-4 and f-8 cases
due to the off axis temperature peak. As indicated by the plot in Figure 5.28, beam absorption
reaches a maximum off axis and then decreases following the beam before increasing again on the
axis. The off axis region corresponds to the region of maximum beam intensity, and the region
Jjust downstream of the beam focus on the axis of symmetry corresponds to the region of maximum
absorption coefficient. Due to the severe angle with which the rays approach the axis of symmetry
for the f-2 case. the beam had enough remaining power for a second absorption peak to become
apparent. As indicated by the plots in Figures 5.29 and 5.30, the f-4 and f-8 cases each had a
single peak beam absorption region just upbeam of the beam focus.

5.6 Kinetic Nonequilibrium

The existence of kinetic nonequilibrium was thought to be a likely result of the model, especially
at the test cases involving high power and low pressure. However, in regions of the plasma core.
kinetic nonequilibrium was practically nonexistent. Except for the cases at 700 kW, the differences
between electron temperature and heavy species temperature at the plasma core were negligible.
The peak electron temperature was 69522 K compared with a peak heavy species temperature of
67980 K for case f5, which was a 700 kW, 2192.9 moles/m?s. 3.5 atm, f-4 case. In fact for ali
the cases run, the electron and heavy species temperature contours for all temperatures greater than
approximately 3000 K were almost compietely identical. Below approximately 3000 K however,
there is a significant difference between electron temperature and heavy species gas temperature.

This difference in electron and heavy species temperatures can be vividly seen by comparing the
contour plots in Figures 5.31 and 5.32 which are for electron and heavy species temperature
contours respectively for a 70 kW, 7 atm, 2192.9 moles/m?2s, f-4 case (tf32). The ratio of
electron temperature to gas temperature for case tf32 has been plotted in Figure 5.33. Note that in
the region just upstream of the LSP and wrapping partly around the LSP front, the temperature

ratio greatly exceeds unity. In addition, in the tail region of the LSP, as the electrons cool. the
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Figure 5.30 Contours of the base 10 log of beam absorption for case f7, which is a 7kW,
2192.9 moles/m?2s, 3.5 atm, f-8 hydrogen LSP.
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Figure 5.31 Electron temperature contours and beam raytrace for case tf32, which is a 70kW,
2192.9 moles/m2s, 7 atm, f-4 hydrogen LSP.
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Figure 5.33 Contours of the ratio of electron temperature to heavy species temperature for case
tf32, which is a 70kW, 2192.9 moles/m2s, 7 atm, f-4 hydrogen LSP.
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Contours of the ratio of electron temperature to heavy species temperature for a 7 kW, 3.5 atm,
2192.9 moles/m?2s, f-4 case (f4) can be seen in the plot of Figure 5.34. The 3000 K electron
temperature contour has been included in the plot as reference. Note that once again, there is a
high degree of kinetic nonequilibrium just upstream and radially outward from the LSP front. Also
note that in the LSP tail, beyond the 3000 K contour, the electron temperature drops below the
heavy species temperature. However, for almost all of the region above 3000 K electron
temperature, except for a small area at approximately x=32 mm, r=7mm, the value of the
temperature ratio is very close to unity.

Even contours of the temperature ratio for case f5 (700 kW) are close to unity everywhere inside
of the 3000 K electron temperature contour, except at the peak temperature location and in a small
region near Xx=15 mm, r=10 mm. Contours of the ratio of electron temperature to heavy species
temperature for case f5, as well as the 3000K electron temperature contour can be seen in the plot
of Figure 5.35. Notice the 1.01 contour near the axis just downstream of the beam focus (actually
the maximum core ratio is 1.023 for the ratio of peak temperatures). Again, kinetic nonequilibrium
is evident for the same region just upstream and radially outward from the plasma front. However,
kinetic nonequilibrium is not evident in the tail of this case, because the temperatures are still
sufficiently high. It is very interesting to note that the region of maximum kinetic nonequilibrium
appearing just upstream and radially outward from the plasma front spatially corresponds exactly to
the experimentally determined region of maximum kinetic nonequilibrium identified by Zerkle
(1992) for 7 kW argon LSPs.

The qualitative reason for the lack of significant kinetic nonequilibrium for temperatures above
approximately 3000 K is that the number density of electrons for the cases tested was sufficient to
maintain equilibrium through elastic collisions. Below approximately 3000 K, the electron number
density has decreased past the point where elastic collisional transfer is sufficient to maintain
equilibrium. Therefore in these regions, the electron temperature became uncoupled from the

heavy species temperature.
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Figure 5.34 Contours of the ratio of electron temperature to heavy species temperature for case
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In the region slightly upstream and radially outward from the plasma front, the uncoupled
electron energy equation resembles a conduction equation, because the convective flux of electrons
is small. Since the electrons are uncoupled from the heavy species and there is essentially no
convection of cold electrons from upstream, the electrons conduct heat outward toward the wall,
which is assumed to be adiabatic, giving rise to kinetic nonequilibrium.

Once the electrons become uncoupled from the heavy species in the tail of the LL.SP, conduction
to the region further downstream drives the electrons to cool to whatever the temperature happens
to be at the exit plane, where the boundary condition is one of no axial derivatives.

There is one final item of note in the discussion of kinetic nonequilibrium. Careful evaluation of
the ratio contours in Figures 5.33, 5.34, and 5.35 reveals that the contour representing kinetic
equilibrium (ratio = 1) does not form a closed path with the axis of symmetry in any of the plots.
This is because in the regions downstream of the LSP core, where the electrons are no longer
absorbing the beam, the temperature ratio is just less than unity. The reason for this behavior is the
simplified model assumption that only the electrons radiate. Therefore, the electrons in the core
regions not in the path of the beamn have an extra loss term, which causes the electron temperature
to be very slightly lower.

An excellent example of this behavior can be seen in the plot of temperature ratio contours for
case f5 appearing in Figure 5.35. Referring to the island of roughly drawn contours approximately
10 mm from the axis, in the core, it can easily be determined that values within the island contour
are less than unity. It is not surprising then to note that the position of the island corresponds
exactly to the region of maximum radiation loss which can be seen in the plot of radiation loss
contours for case f5 in plotted Figure 5.12.

5.7 LSP Velocity Fields

The velocity fields of model LSPs exhibit similar qualitative features, regardiess of the case
conditions. The flowfields around the model LSPs are disturbed strongly in the vicinity of the
plasma, near the core. The axial velocity upstream of the LSP typicaily slows to a few meters per

second or less, and then is greatly accelerated upon reaching the plasma front. There is some radial
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acceleration of the flow away from the axis but the dominant effect is axial acceleration
downstream accompanied by a dramatic decrease in gas density due to the extreme core
temperatures. The extent of the acceleration and the size of the accelerated region depend upon the
temperature and spatial extent of the plasma core.

As indicated by the velocity vector plot for case f4 (7 kW, 2192.9 moles/m?s, f-4, 3.5 atm) in
Figure 5.36, much of the flow domain outside of the core region is essentially unaffected by the
presence of the LSP. The vector plot indicates a tremendous acceleration axially accompanied by a
diversion of the flow around the LSP. The diversion of flow around the LSP may be seen more
clearly in the plot of mass flow contours of Figure 5.57. Note that the mass flow contours beyond
30 mm radius are essentially straight, indicating no diversion of the flow. In order to quantify the
axial flow acceleration, radial cross sections of axial velocity for three axial locations have been
plotted for case f4 in Figure 5.38. The axial velocity at the domain inlet is uniform based upon the
mass flow rate. Note that the axial velocity at x=37.25 mm has a sharp peak at the axis of
symmetry which becomes much less pronounced at the exit plane due to the effects of viscosity
and the increased density of the cooler downstream gas.

A larger or hotter LSP core would be expected to have a greater effect on the LSP flowfield. As
indicated by the radial cross sections of axial velocity for three axial locations plotted for case {5 in
Figure 5.39, the magnitude of the axial acceleration by the LSP core was much greater for case f5
than for case f4. Note that the velocity peak on the axis of symmetry is much less pronounced at
the exit plane than in the LSP core. The spatial extent of the flowfield acceleration is vividly
demonstrated by the velocity vector plot for case f5 (700 kW, 2192.9 moles/m2s, f-4, 3.5 atm) in
Figure 5.40. Note that the larger region of acceleration for case f5 corresponds to the larger LSP
core region as compared to case f4. In addition, the diversion of mass around the LSP can clearly
be seen in the plot of mass flow contours for case f5 in Figure 5.41. This type of flow diversion
in which the LSP acts as a semi-porous bluff body to the mass flow was also noted by Eguiguren

(1989) in his LTE argon LSP model.
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5.8 Model Conclusions

Based upon the model results, the conclusions may be summarized in four sections:

1) Model solutions are dependent upon initial conditions. Although not experimentally
observed, this result should not be surprising, because finding multiple stable coexisting solutions
is a generic situation in the system under investigation. For a set of equations representing such a
strongly nonlinear process as in the simplified model, multiple solutions are the norm, and not the
exception.

Lorenz (1963) showed that a model of convective flow could be cast as a system of three time
dependent ordinary differential equations which had three steady state solutions. However, the
solutions were unstable, meaning that any small perturbation would produce an unstable result.
The unstable results were represented by the trajectory of the solution point following non-
repeating paths in the solution phase space. These non-repeating trajectories wer= the result of the
choice of initial conditions different from one of the three steady state solutions. Although the
simplified LSP model solutions were demonstrated to be stable to small perturbations, it is not
difficult to see that the dependence upon initial conditions was similar to that observed by Lorenz.

2) Model predictions for global absorption and thermal efficiency, despite being multivalued.
followed experimental trends against variations in the control parameters well. In fact, the model
data at 3.5 and 7 kW compared favorably with experimental data for similar conditions. Variations
of model LSP size and shape versus variations of the control parameters also agreed well with
experimental observations (photographic and visual).

The model prediction of blowout mole flux was high compared to the experimentally determined
blowout mole flux at 3.5 kW, f-4.1, 3.5 atm. However, this may have been due to the idealized
nature of the model with respect to beam symmetry and flow perturbations when compared with
the actual experimental conditions as was previously described.

- 3) Refraction of the beam by the electrons in the plasma had a significant effect on plasma
performance. The focusing effect on the incident bearn resulted in so called ring foci off the axis of

symmetry for some cases. The multiple solutions were the result of qualitatively different beam
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focusing geometries which were caused by different amounts of beam refraction. The extent of the
beam refraction was dependent upon the initial location of the LSP, which was dependent upon the
initial conditions selected.

4) Kinetic nonequilibrium was not significant in the region of the plasma core, or in fact
anywhere in which the electron and heavy species temperatures were coupled through elastic
collisions. Therefore it may be confidently stated that the model LSPs tested in this work were
collisionally dominated. In relatively cool outlying regions (below approximately 3000 K), there
was significant Kinetic nonequilibrium due to decoupling between the electrons and heavy species
temperatures. However because the electron number density was so low in these regions, kinetic
nonequilibrium had no effect on LSP performance as it wculd be expected to have if it existed

significantly in the plasma core.
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6. Recommendations

The simplified kinetic nonequilibrium model functions well despite its many assumptions, and
has produced an abundance of data as described in Chapter 5. However, there are several
improvements which could be made to the current model as well as recommendations for future
testing which are described below.

1) A possibility for further testing of the model would be to more closely examine the nature of
the multiple solutions. One method to test the multiple solutions could be to formulate the model to
include an unsteady term. Different initial conditions could then be used to follow the development
of the fields to the final steady state solutions. This would give better insight to the nature of the
multiple solutions than the current model which only produces steady state solutions without a ume
evolution.

2) Several major improvements can be made to the simplified model to increase its accuracy and
flexibility of use. First and foremost, the method by which the computational grid is computed can
be greatly improved. Although the current use of non-uniform computational grids was sufficient
to get a solution in most cases, it is awkward and definitely somewhat primitive. In crder to allow
far more flexibility in the selection of domains, a grid transformation should be made a standard
part of the initialization sequence of subroutines. This grid transformation would allow any
physical geometry to be applied to the problem as desired, with all the computations done on the
transformed computational grid. The grid transformation should also have the built in capability of
placing more nodes in the region of the plasma front and arbitrarily extending the exit plane
downstream as far as necessary in the physical plane. This procedure is well known in the
computational fluid dynamics field and should present no particular difficulty in implementation.

If the simplified model is to be used for test cases involving a nozzle, the current version of the
SIMPLE methodology must be extended to a version which is applicable to compressible flow.
An extension of SIMPLL called PISO (Pressure Implicit Split Operator) has been applied to the
Navic:-Stokes equations by Rhie (1986), and applied to the solution of an LTE LSP thruster model

by Jeng and Keefer (1987a). Together with the grid transformation, the compressible version of
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the simpiified code could be used to model various nozzle geometries and evaluate laser thruster
designs.

The computation of transport coefficients should be executed using the methodology explained
in Appendix E, and as programmed in the generalized version of subroutine TRANSPORT. This
would require that references be found for all the collision integrals appearing in Table E.3, and
that the data for these collision integrals then be curve fit versus temperature for easy
implementation into the code. As an initial step, the subroutine TRANSPORT could be altered to
include only the major species, and then be used with the simplified model in its present form.
This would eliminate the heuristic approximation for electron thermal conductivity as given in
Ct.cpter 4. It would also eliminate the curve fits of heavy species thermal conductivity and
viscosity which have upper gas temperature limits of 60000 K, thereby making the model more
flexible to operating parameters. Finally, using the methodology explained in Appendix E would
allow the computation of both the multicomponent and thermal diffusion coefficients which are
necessary for the inclusion of diffusion in the simplified model.

A final possible improvement of the simplified nonequilibriumn model would be to include
diffusive energy transfer without actually including diffusion terms in the energy equations. In this
method, the diffusive energy transfer associated with the computed diffusion fluxes can be used to
compute a correction to the local conductivity coefficient. The corrected conductivity coefficient
would be computed based on the total net energy transfer and temperature gradient across the
interface in question.

3) Although it has been demonstrated to work well, the simplified kinetic nonequilibrium model
is a step backwards in complexity from the generalized non-LTE model. Restoration of the model
to its original form would necessitate once again using the species conservation equations and no
longer assuming chemical equilibrium. Additionally, the inelastic energy transfer terms in the
energy equations would also need to be computed, as would the diffusive number and energy

fluxes. In this reconstruction, it would be wise to start with a simple set of C-R reactions,
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possibly involving only the major species. The reactions from Janev, et al. (1987) may have to be
reevaluated before being applied.

4) A possible application of either the simplified kinetic nonequilibrium model or the restored
fully generalized model would be to a model of an arcjet. With the methods described in point 2
above for grid generation and application to compressible flow, and with the additon of the
appropriate electromagnetic equations, a functional kinetic nonequilibrium arcjet model could be

formulated.
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Appendix A. Hydrogen Safety System

Prior to conducting experiments using hydrogen, a failsafe hydrogen handling and safety
system had to be designed and constructed. This system had to be capable of delivering hydrogen
to the test stand while controlling the chamber pressure. Due to the explosive nature of hydrogen-
air mixtures, special precautions were taken to insure that any leaks in the system would
immediately cause a system shutdown. A diagram of the hydrogen handling and safety system can
be seen in Figure A 1.

12" Exhaust to
Hydrogen Detectors D3-D5
(D1 ) Positioned Around Hood Bottle Bay Roof
o Argon Rack Hydr Rack |3" Exhaust to
Gas( gon C ] ydrogen Rac , )
Supply Talbot Roof Altom%tclrc E’;‘;‘;,“s‘
Pressure
Control
7 Valve
Automatic ﬁu&ogaﬁc ®— ]
Argon X} £.ycrogen Test
(e -
V
Valve L | alve T Dmk @
Extent of Flowmeters Exhaust Line
g;grgosncs oo
Transducer

Figure A.1  Diagram of the hydrogen handling and safety system

When argon was used exclusively in the past, the chamber exhaust of hot argon was simply
allowed to escape into the room. This posed no danger since argon is neither toxic nor explosive.
Two additions to the laser laboratory had to be made to accommodate the hydrogen exhaust gas.
The first of these was a 3" stainless steel exhaust pipe which ran outside the building to just above
the Talbot Lab room 5A bottle bay roof, which was about 12' off the ground. At that point, to
save cost, the stainless steel pipe ended and was mated to a painted PVC tube which was then run
up the side of Talbot laboratory to above the roof line where the hydrogen was finally exhausted.
The top of the tube had a butterfly attachment which would remain closed in the absence of flow w0

keep rain and other debris from entering the pipe. At the bottom of the long vertical exhaust pipe
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was a drain to clean out the pipe since water was bound to get in. The second addition was a large
(8' by 6'6") hood which was built on trolleys so that it could be positioned over the chamber
during experiments and then rolled out of the way when the chamber was lifted for modification or
repair. The hood was attached to a 12" circular duct which ran out of the building to the bottle bay
roof where it was attached to a suction fan. Since the manifold between the chamber and the
exhaust pipe was made of myriads of pieces of pipe screwed together and sealed with teflon tape,
there were bound to be leaks. These leaks were practically impossitle to completely eliminate,
although they appeared to be minor when checked with Snoop leak detector (a commercial mix of
soapy water which bubbles in the presence of a leak). The purpose of the hood positioned directly
above the chamber was to capture any hydrogen which might either leak out or flow out due to
catastrophic chamber damage such as a broken window or blown seal.

In addition to the exhaust system, a new experiment control systern was designed. The center
of this system was a control box designed by Justin Koch, and into which all the system trip inputs
were connected. Five Macurco GD-1 hydrogen detectors positioned strategically above possible
leak points were the first type of system trip. The detectors were sensitive to hydrogen at 1% of
the lower explosive limit and could be tested with an ordinary butane lighter (since they were also
sensitive to butane). Essentially each detector was no more than a switch which closed when
hydrogen was detected and which opened when the hydrogen dispersed.

The first detector was mounted outside the laboratory in the bottle bay high on a wall near the
hydrogen supply bottles. A sheltered hole had been cut in the ceiling just above the botties to allow
leaking hydrogen to escape the bottle bay. In addition a new rack had been built to hold up to six
cylinders of hydrogen. This new bottle rack was necessary because hydrogen supply bottles have
left handed threads for safety purposes and were therefore incompatible with the existing bottie
rack which was used for argon supply bottles.

The second detector was mounted directly above the flowmeter in the diagnostics room within
the laboratory. The other three detectors were mounted on the laboratory ceiling around the

perimeter of the hood in the experiment position.
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The second type of system trip was chamber over pressurization. Chamber pressure was
controlled by an Eclipse Model 560 Digital Setpoint Controller with a pressure alarm setpoint. A
Valtek Mark 1 valve was installed between the chamber exhaust manifold and the exhaust pipe.
This valve was wired to the 560 as was the output of the chamber pressure transducer. When used
in automatic mode, the 560 did a fair job of holding the chamber pressure near the desired setpoint
if the mole flux was high enough, although in many cases there were unsatisfactory oscillations.
Therefore for nearly all the cases, the standard procedure was to use the 560 on manual mode. The
pressure control also seemed to function better when argon was used, possibly because there were
less leaks with argon than hydrogen. Unfortunately, either due to the manifold leaks or an inability
of the Mark 1 valve to close completely, there was a regime of low mass flow rates for which
chamber pressure could not be held at the desired setpoint. Even with the pressure conwroller at
maximum output (meaning the Mark 1 valve was as closed as possible) a minimum mass flow was
required to hold the chamber pressure at a desired level. The minimum required mass flows (and

mole fluxes based on the 48 mm id quartz tube) for three chamber pressures are listed in

Table A.1.
Table A.1 Minimum Required Flow Rates to Hold Chamber Pressure
Chamber Minimum Corresponding
Mass Flow (g/s) Mole Flux oles/m
22.1 1.89 518.1
23.1 1.97 540.0
24.1 2.04 559.2

This inability to operate in low mole flux and high pressure regimes put a lower mole flux limit
on which experiments could be performed. However the limit to possible operating conditions
was not considered to be a problem since the optimal mole flux for a given set of operating
conditions was expected to occur close to the blowout mole flux which is on the high end of the
mole flux range.

The third type of system trip was a manual emergency shutdown. If the expenimenter wished to

trip the system for any reason, there was a large red system kill button on the front of the control
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console. The fourth type of system trip was a laser kill trip. Thie laboratory had been wired such
that opening any door while the laser was operating would immediately switch off the laser.

Regardless of the type of system trip, several actions occurred to safely shut down the system.
The laser was shut down and the hydrogen supply valve (just upstream of the flowmeter) was
closed via an automatic valve. The back pressure valve was automatically switched to the low
pressure setpoint (1 atm) and an argon purge valve was automatically opened to flush the chamber
with argon. Meanwhile a very annoying high pitched hom on the front of the control console
sounded. This horn could be turned off for a short period of time to save the experimenter's ears
and sanity, but 1t would come back on if the system has not been reset before the time was up.
Nothing could be turned back on until the system reset button was pressed. This feature was
required due to the nature of the hydrogen detectors which would keep the system shut down only
as long as stray hydrogen was detected.

To allow the experimenter to quickly determine what caused the system trip, the front of the
control console was constructed with indicator lights showing the status of the detectors as well as
the pressure alarm and the overall system condition.

In addition to the active control system just described, there were some passive failsafe features.
A burst plate rated 65 psig at 250 degrees Fahrenheit was installed on the absorption chamber.
This burst plate would cover the unlikely case that the setpoint controller alarm did not function for
whatever reason, therefore saving the chamber optics from a potentially dangerous chamber
explosion. A copper tube connected the downstream side of the burst plate to the stainless steel
exhaust pipe downstream of the back pressure control valve. In the event of a power failure (as
has happened in Talbot Laboratory in the past), the system would shut down. All the automatic
valves were set up such that the power off condition was the same as during a system trip. Also, if
the supply of nitrogen that was used to actuate 