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I. Introduction

Durina this cuaster most of our work in distributed comnuting
was directed toward bringing tue TIP login and accounting svstem
into coverational status. As & result, work on the orogram-level
distributzd file system and the counled m2ssage service proiects
nrogressed more slowly than »lanned. However, 3 nretotyne
implementation of a program execution eawvironment that includes the
RSEXEC distributed file system has “een compnle:ed. In aadition, we
nave completed and documented a method for maintaining a
(ron-trivial) type of Jdistributed, mulciple cowy data base. This
method is to be used Luoth for maintaining multiole copies of the
Network Jsei Data Base as recuired by the TIP login system and for
maintaininag redundant message files for users of the couvled message

service .

Nur.a7 thics auas.er we also compleied a TENEX imnlementatior of
the Internetwork Ttvansmission Control Program specified “y Kahr and
Cerf in the May 1974 IEEE Transactions on Communicatiuns., This
arogram  will suopor L planned Internet expriments between BBN-TENEX,
a PDP-11 at Stanford Universzity, and a PDP-9 at Universivy Colleqge

London.

The January distribution of TENEX System 1.33 includes a novel
resource allocation facility called the "nie-slice scheduler" which
nermits the facilities administration to clice 3 TENEX svstem into
juarant22d norktions of CPU service for each aroun of subscribers.

Tais facility will make it possible to olan reasonable allocation of
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I7. Distributed Computation

A. TIP Access Control and 4ccounting System.

At the request of the ARPA office and together with the
Computer Systems Division at BBN we have developed a login and
accounting system foi: ARPANET TIPs (see “BN reports 2869 and 2976).
Prior to development ot this system, anyone with a terminal and datc
set wno krew the teleni.one number for a TIP dial-up port had free
and uncontrolled access to the ARPANET. TIP login corrects this
situation by requiring a TIP user to establish his authoriiation to

use the network by suoplying a valid network user name and nassword.

TIP login and accounting was implemerted »y building wupon the
existing TIPSER-RSEXEC system. TIPSER-RSEXEC makes it vossible for
TIPs {ag well as other mini-hosts) to support what are usually
thougqht »f as "larjge host" functions hy vroviding a means for
sharing the resources of ARPANET TENEX hosts (see 83BN reports 2544
and  2607). In order to meet reliability reauirements and to
distribute the load among particirating TENEX hosts, the
TIPSER-RSEXEC is implemented as a distributed, multi-comouter
system. The login system consists of three distinct, but relateﬁ,
comnonents: multiple network login server orocesses
(TIPSER-RSEXECs); multiple data collection server orocesses
(ACTSERs); and software for reducing accounting data to oroduce

reaqular (monthl ) summaries.
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Whenever a user activates a TIP port, the TIP uses & broadcast
initiali connec:ion mechanism (see BBN report 2507) to select one of
the TIPSER-RSEXEC nrocesses to authenticate the user. If the user
successfully suoplies a valid network-user name and password to the
T1PSER-RSEXEC, he 1is grantad continued access tc the TIP, the
network, and the standard TIPSER-RSEXEC functions. 1In addition, the
TIP3ER-RSEXEC transmits the user’ s uniaue Network ID code tc the TIP
(for accounting purposes) and makes a user "lngin" entry into an
“incremental” TIP accounting data file. In order to use a network
service host after logging into the TIP, a user must disconnect from

the TIPSER-RSEXEC, instruct the TIP to connect to the target host,

and then loain to the target host,

After the TIP receives thc wuser’s uniague ID code from the
TIPSER-RSEXEC, it activates 'ccnnect time" and (outgoing) m2ssade
counters to accumulate usage data for the wuser’'s session. These
counters remain active until the user terminates the TIP session.
Periodicallyv the TIP executes an "accounting checkpoint” Pprocedure
whorebv i1t transmits wusage data, accumulated since the last
checknoint for its active users, to an ACTSER orocess (selected much
like the TIP c:lected a TIPSER-RSEXEC). The ACTSER process stores
the checknoint dava in an incremental TIP accountina file for later

nrocessing

The collection of incremental accounting files maintained by
the ACTSER nrocesses 1s a3 large, distributed and seamented data

hase. The reduction of data in that distributed data tase to
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oroduce nwperiodic accounting summzries is accompnlished by software
which executes within the environment provided by the RSEXEC

distributed file systr

At present, TIP access cont ol and accounting is acnieved at
the expense of ©placing an additional access control check between
TIP users and the networkx service sites they pian to wuse: a user
nust first login to the TIP and then to the target host. The next
nlanned step in the evolution of the TIPGER-RSEXEC system 1is to
eliminate the second 1login by extending the effect of the first

(TIPY login to include target host login.

3. RSEXEC Program Execution Eivirounment

The prototype version of the RSEXEC progran execution
environment makes the features of the RSEXEC distributed file system
(¢ze BBN renorts 24¢4, 2697, and 2679) available to executing
nrodrams. when run within this environment, application »rograms,
such as text e.itors and comonilers, can unifcrmly access files, hoth
1ocal and remote, without regard to the actual network location of

the files.

The TENEX JSYS trao mechanism (see BBN revort 2721) 1is used by
RSEXEC to orovide the distributed file environment to executing
nroqrams. RSEXEC arranges to intercent certain ooperating system
calls mwmade hv aoplication nrograms running undar its control. For
sxannle, certain file operations initiated by apj lication programs

are intercepted before the 1local TENEX monitor acts on them.
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Operatiois that can be handled locally 1are passed directly to the
local TENEX nmcnitor by RSEXEC. Whenever a file operation is
initiated that reauires access to a remote file, RSEXEC transmits a
reauest across the netwocrk to a cooperating RSEXEC server process at
the proper host that causes it to execute the opberation on behalf of

the apolication program.

The prototype implementation is incomplete in the sense that
not all file ormerations that an application program might initiate
are handled. However, we have successfully run a number of standard
TENEX application programs, including TECO, RUNOFX, MACRO, LOADER,
READMAIL, and MAILSYS, as well as some simole user crograms in the
orototvoe execution environment. For examole, within this
2nvironment we have been abl2 to edit, assemble, 1load and run
nroqrams for which the various sourze files and load module files
were  distributed among various hosts in  the networa without

oxnlicicly transferring files from machine to machine.

C. Mimnagement of Distributed Data Bases.

we have developed a me thod for maintaining multiple,
1istributed comies of a data base in the presence of distributed
Jata bhaze uodating in a manner cthat AJquarantees the mutual
consistency of all conies of the data base. This work was motivated
a2y the reliability ! efficiency reauirements of the TIP 1login
svyeten which dictated that the Network User Data Base be maintained

in this manner. tlowever, we believe that the method has
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applicability beyond the TIP login system. Fcr example, the method
1s directly anovlicable to the task of maintaining multinle,
redundant copies of users’ message files as reaquired by the coupled

message service.

The method is completely distributed in the sense that it
requires no centralized control nor does it reauire that all copies
of the data base be locked simultaneously in order to accomplish the
undates. The method (which 1s described in detail in RFC #677)
consists of two paris: a reliable, data indevendent, update

/
trans.issinon and distribution mechanism which guarantees that all
data base vurdates reach all data base sites; and, a data dewvendent
undote or.ur:dure which is activated at data base sites when uodate
commands arrive, The wuondate orocedure makes wuse of a "time
stamping” scheme which enables data base sites to regenerate a
sufficient oottion of the time seauence of update events to

actermine how t cons.stently incorporate a particular urdate

command into their cooies.
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ITI. TENEX Related Activities

A. Protocol Development

I. PDP-11 . nternet Prototype

We are currently engaged in network protocol resear~i. which 1is
investigating the protocol prorosed by Kaan and Ce:zf (A Protocol for
Internetwor Communication, IEEE Transactions on Communications, May
1974) for host-to-host communication between hosts on the same or
Jifferent networks. Our first experiment in this area (see BBN
Ronort 2678) was a very simolified subset of this protocol which
nrovides reliable transmission of listings from tour 8BN-TENEX
systems across the ARPANET +o a PDP-11 which J3drives the line
nrinter. This ©orotocol 1is remarkably robust: listings are
eventually compnleted correctly in spite of a temporary service

interruption on TENEX, on the PDP-ll, or both.

The use of this orogram brought to light a serious flaw in the
current ARt "NET host-IMP protocol. The PDP-1l inout buffers are
filled by network messages much faster than the linecrinter driver
(9399 lines/minute) can empty them, so the PDP-11 becomes auvite
unresononsive in taking messages from the IM. once its buffers fill
un. The source IMP attac'ied to the TENEX system which is
transmitting the listing refusecs to allow any more traffic to enter
the network until wonrevious messages are successful.y delivered to

the destination PDP-11. This refusal to accept traffic is done by
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rocking uo the interface from TENEX to its IMP, so all outgoing
traffic to nther hosts and TIPs onlv proceeds 1in small sopurts at
intervals of tens of seconds. This level of service is intolerable

to TIP users of that TENEX system.

The buffer overflow problem cccurs in the PDOP-11 because the
Internet protocol only performs flow control for buffers in the user
space which have been allocated to Internet connections. At a lower
level (the 1IMP input driver of the operating system) are a set of
receive huffers shared among all incoming network annlications:
these huffers are not under control of the Internet connection flow
control. “he observed oroblem was due to multinle simultaneous
attempts (hy Adifferent TENEX systems) to estanhlish connections to

the PDP-11: the rcauests overflowed the receive buffers.

The cure tn the onroblem of the blocked source host interface is
A nmodification to the host-IMP protocol to permit blocking outgoing
traffic to some unresoonsive destination with no interference to
traffic to other destinations. This can be done by the IMP's
acceptina all traffic and reporting that messsaqges to the
unresvonsive destination were not successfully transmitted., Each
time another messaige can be accepted for the unresoonsive

destination, the IMP can give the host an explicit go-ahead.
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Until the general solution desciibed above can be implemented,
we are forced to the temporar, exvedient of making the PDP-11 alwavs
responsive by having its IMP input routine accept and throw away
nessages when 1ts input buffers are full, resulting in hundreds of
"lost" messages over day between TENEX and the PDP-1l1. The protctyve
Internet protocnl 1is so robust that these lost messages are always
detected an  retransmitted: the listings are verfect in spite c¢f tho

"lossy channel" which now exists bhetween (EnNcX cnd the PDP-11.

2. TENEX Internet Experiment

During th’'s auarter, the specificetion of the {Liansnission
contrel nprotocol (TCP) for the internetwork experiment and the
codiny, of a TCP for TEN:EX were substantially coutleted. As the
nuarter ended, ‘ai1tial checkout of the code was underway and had

1cronstrated delivery ot datas in several test cases.

The TCP imovlementation for TENEX is being don2 1in wuser mode
utilizing the TSYS trap mechanism (see 3R”N Report 2721) to augment
the user’'s virtval machine to include the TCP orimitives. A
separate job holds the main body of the TCP with communication wvia
shared menory and interrupts with the JSYS trap interface orogram
running 1n the wuser’'s 7job, The TCP uses the network raw message

facility to transmit and tz. e2ive messages on the ARPA net.

The TCP 1s being cod.d ir BCPL with the exception of the data
ngvers which  ace coded  in machine lanquage to orovide additional

sneei, It is expected that the code will be transferahle 2 the

-10-
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PDP-11 without major re-write. The princinal obstacles to such a
m_ve are the need for double precision arichmetic 1in the sequence
nember maninulations on the PDP-11 since these are 32-bit

quantities, and a different user interface.

3. TELNET RCTE

TELNET RCTE is a protocol which permits more 2€lizient
utilization «of the ARPA network for terminal IO by aliowing more
characters to be packed into each message and eliminatina most echo
characters from being transmitted over the network., The initial
implementation of TELNET RCTE (Remote Concirolled Trarsmission and
Ecneing) in the TENEX TILNRT user and server was completed during

this auarter.

This imnlementation uncovered two problems in the

srecification:

(1) The sender must transfer 1its bufferload whenever 1its inaput
buffer overflows: this means that the receiver must he prepared
to receive data even before .t turns the line around to reaquest
innut. This complication wis not exnlicitly spelled out in the

specification.
(b) In ord=rt to nrovide 1interrunt characters which take effect
immediately ev2n when '“ere has been typeahead, the sender ..ust

sena it: buffer whenever a break character from the previously

-11-
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specified break set is typed in. Th.s must be done even if the
receiver has not yet turned the line around to reauest input.
Of covrse, the receiver must also declare any such interrupt
characters to be break characters as well. This complication

was not ex»licitlv spelled out 1n the specification.

2. RCTE Implementation

Ta crder to make the most etric’ent use of local echoing of
most terminal input under direct.non of the remote host, a few
changes in the wakeup and echoina logic of TENEX were necessary.
A new echo wrode, viz., echo non-wakeup characters and do not
acho wakeup characters, was defined; and the assignments of four
control characterz to wakeupn sets were changed. The new echo
myde has been implemented, hut the change in wakeup assignments

has not yet beer made.

The first attemot at an implementation of RCTI in the User
and Secrver TELNETs on TENEX acreared to work fairly well.
Unfortunately, it was discovered that it had a major deficiency
relating to a point not explicitly addressed 1in the
snecification. When the User TELNET ras hlocked on input,
awaiting a break reset from the foreign host, there is no way
(in the orotocol as defined) to force transmission of an
interrunt character to get the attention of the renote
nrocessor, analogously to (and literally 1including) TENEX's

control-C.

-12-
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To solve tbhic problem it was necessary to imolement a  much
more complicated desiagn in which the User TEINET must ocrocess
input from 1its terminal even when bhreak-reset-blocked, and
transmit when a RCTE break character is input, even if hlocked.
If blocked, it must also bLuffer the <che-anters for lecer
echoing. Similarly, the Server TELNET must be preoared to
receive input at all times, not Jjust after sending a bhreak
reset. This scheme, asynchronous ~n several levels, is comolex,
but appbears to be the only way to solve the problem of being

able to send an interrumnt character at all times.

The "second-dene:ation" imnlemen:ation described above is
comclete but untested for the User TFLNET, and not yet complete
for the Server. As an adjunct to the RCTE imolementation, a
survey of TENEX software has been begun tcward the goal of
imorov1ag the efficiency of this software rclative tc  RCTE
oneration (usina the smallest necessary wakeud sets to minimize
narckets transmitted). 1Includged 1is a survey Adirected toward
vossihle standardization of interactive (control-character)

editing conventions.

H. Documentcation

The documentation of User TELNET :1a the Use'. Guide and the
oroqram’s own ilelo file was exvanded and uondated. In
conjunction with this effort, a "describe" <¢ommand feature,

similar to that in RSEXEC, was aided to User TELNET, to make it

=il S
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easier tor the user to learn the use of the program and to keep

up with new features.

c. Other Changes

To improve efficiancy and reduce security oproblems, the
logic of typescript files pr~rdvced by TELNET has been changed,
The nrogram :ow assigns nc tyrescriot file unless specifically
commanded to do so. Also, when the default temvorary typescript
file is cslled for, 1t is created in the wuser’s LOGIN (not
connected) directory, so that it will always be expunged at

LOGOUT.

A new command "take.input.stream.from.file" has been added
tn» allow "canned" 1input from a file (rather than from the

controlling terminal) to be fed to a givan remote connection.

A new comm:.d "avto.switch.to.active.connection" has been
added to invohe a state in which several remote connections can
e monitored for (presumably occasional; activity. In this
state, 1f a current connection is inactive for - set time,
TELNET hunts for another connection which is active; if one 1is

found, TELNET switches to that connection.

4, PCP Modules tor National Software Works

Toward the end of this aquarter, we began our active

»articipation in the National Software Works (NSW) project. Since

-14-
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the NSW had been an active effort elsewhere tor a number of months
prior to our rarticipation, cur initial efforts invclved becoming
familiar with the goals and documented work of the NSW .o date, and
attempting to clarify our role 1in the project as a whole. As a
result of this insgection, we have determined that BBN's role shall
include the Jdesign and imnlementation of the strategies and programs
necessarv to make B3N TENEX a cool bearing host to the NSW., These
tasks include bu:ilding modules to handle the Procedure Call Protocol
(PCP) initial connection and process dispatching, the NSW NVT
nar kage, and the modified NSW file package, as well as attempting to
make both ,J/"old" and "new" tools run correc:ly in the NSW
environmerf:. Our commitment is based or. the assumption that SRI

. 2 . . . .
vill vroyide us with a workxina TENEX PCP imolementation to suoport

the ne#rssary NS# packages.

Another result of our initial evaluation has heen our
Jeneration of a set of comments regarding the effectiveness and
understandability of the SRI NSW wrctocol documentation. We ace now
in the orocess of distrihuting these observatioas *o  the NSW

community.

-15-
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3., Secur .ty

1. C#JOB

The Create Job system call is an important addition to TENEX
for two security-related ourposes: First, corroecting errors in
access checks made by previous mecnanisms in the system, and second,
moving some service processes outside the security kernel of TENEX.
A third ouroosz 1s related to the Distributed Computation effort,

the so-called "double login" problem.

The CRJOB JSYS allcws one nrocess (typically, but not
necessarily, a wnriviieged system backgrournd service) to create a
wholly separate job at the reauest of a user. The created job will
nave no privileges beycnd that of the reauesting user. Accountina
faor services consumed by the created 7job will be done by the
existing accountina mechanisms. Since the created job is "logged

1in" as the reguesting user, the charges will be proverly credited.

The wnircczat state nf impnlementation of CRJOB allows the system
backaround tasks, the "au:ojobs", to be logged in as unprivileged
users for the cases which do .ot reouire special priviieges. An
exanyla of this 1s the GRIPEWATCH function (the reporte. of
R3EXEC=-tezeivod arines) which is rcrovided by BBN-TENEX to the
letwork Control Center. Previously, this job ran as a needlesslv
nrivileged orocess, adding code to the TENEX securitv kernel. The
nse of CZPPJOB  ir this way reouired additicn of an extra entrv into

the TENEX LXEC.

-16-
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Farther work will be reguired to accompliish the same goal for
the per-user incarnations of the File Transfer Protocol server, and

for the double~login task of the TIP and RSEXEC.

2. The SZCURE terminal nrogram.

N> nossible breach of security which has long been recognized
is the wunauthorized v<e of a terminal whict is left logged in and
unattended by a user. This is especially a poroblem if the user is a
system operatcr or other privileged person. As a stopgab measure, a
short proaram called "SECURE" was written to lock up the terminal

while it 1s tefu unattended.

This nprogram requests hoth the wuser s passwo~ 4 and an
additional KTY. It taen intercepts all tvpein and interrupt
characters from the terminal until the KEY is entered again. The
KEY and password are not echoed. This protects the user’s job from
unauthnrized tampering, “hereby preventing misuse of the user’s

nrivileges.

0% course, if the terminal is connected through a 1i°, the TIP
command language 1is still active, and the terminal itself _can be

taken away, but the privileged iob ca not.

-17-
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3. UL1ST

The operations utility orogram ULIST (User list) has always had
tihe caoability of producing a user list with or without the usacs’
nasswords. This proagram is regularly used to list user names with
thoir Ai1sk suotas, directory numbers, and othecr per-user parameters.
Since the password 1listirng function has rarely been used for
leaitimate npurooses, and has always been used by malicious users
after a security breach has occurred, cnis function has been removed

from the ULIST program.

4. Account Validation in LOGIN

As criginally planned, the user account verification code has
heen moved from user code (the EXEC) into the monitor. This change
will help provide 2 higher level of system security by preventing
unacthorized access to accounts. The VACCT {verify account) and
GDACC (get default account) JSYS s have been created to facilitate
this change. Several other JSYS s were added to help make the user

interface co the accounting systen somewhat cleaner.

5. OPRFN - The Operator Function JSYS

A possii.le source of unreliability ard of security vinlations
nas been reduced by the addition of the OPRFN system call. 1In the
mast, a number of regular opa2rational functions have been periormed
by the operators through commands to the TENEX MINI-EXEC and Monito:

ODT. «h2n these mechanisms are used, any erroneous tyoing can have

-18-
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nctentially disastrous effects, since they are the m2chanisms
oricinally provided for system debuyging and repair. Exanples of
the operational functions performed 1in this way are: varying the
memory size available to the system, "recycling" the network control
program Lo clear it when ne=ded, 2nd switching from attend»>d to

unattended operation.

These and other functions have been made available through (he
privileged system call "OPRFN", which is now nsed by twent:s <ew EXEC
lanquage commands. This reduces the need for the operacors to use
Monitor DDT and the MINI-EXEC. We may in fact remove ‘h»s

capability from the operatois entirely in the future.

6. GFACC Access Check

In cooperation with Xercx PARC, the GFACC system cail (JSYS)
has been installed. This allows user progr.ms to determine access
to files and directories and is used by server oprograms to determine

the access of an arbitrary user to a specified file or directcry.

7. Change Password

TENEX 1.34 and EXEC 1.53 support the "CHANGE PASSWORD" command
for users. In co.der to gua:d against typing errors during inputting
of the new password, the EXEC was subseauently modified to recuire
the new password to be typea in twice. Both copies must agree for

the command to be successful. This method was chosen in preference

to erhoing the new password on the user s terminal due to a belief

-19-
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that passworls should never appear (even on operator terminals) in

printed form,

C. Distribution of TENEX Version 1.33

During this quarter, version 1.33 of Tenex was distributed. It

included the following enhancements:

l. Pie-slice scheduler

The pie-slice scheduler provides a mechanism whereby Tenex 7jobs
ire mappzd into service groups ("oie-slice" grouns), each group
hoing quaranteed a minimum instantaneous service-level dJetermined by
svstem administrators. A job s group is a function of its current
account designator; the specific mapoing is described to the system

hv the system administrators.

In addition to requlation of instantaneous service level, the

svstem also nrovides for long-term regulation of Jrouo
cost-effectiveness by assigning an administrativelv-determired
nortion (the "K" factor =-- B0 <= K <= 1) of unclaimed service

Juarartee (Juarantees made to groups fur which there are no
179 1ed-1in jobs) or "windfall" to the least cost-effective
reoresented groun. Setting this factor to 1 provides ontimal

eaualization of long-term group cost-effectiveness.

The nie-slice scheduler is curientiy in operatior at BBN on all

-20-
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four systems and has been demonstrated to meet its primery design
goals, including that of performing its function at wvirtiaally no
increase in scheduling overhead as compared to the non-nie-slicing
version of the Tenex scheduler. It is s%2ill being refined, however,
as its behoavior under varying conditions becomes better understood.
JSYS s ts obtain information zbLout the pie-siice system were also
added. A brief description of each of these JsYS's fcllcws: CGRP
(available to wheels and operators onlv) allows a user to change to
nie-slice ai:oup while continuing tc charge the same account. ATGRP
will convert an account te the corresronding pie-slice group. This
is wused in several places by the monitor. GPSGN returns the
pie-slice grouo that a given job is running in at the current time.
GACTJ does the came except that it returns the account of the job.
CACCT was also modified. For privileged users, the account can be
changed without the pie-slice qgroup ¢1lso being ~haiged. Thnis was
necessary to keep the orinter jcb operating at a reasonable lavel of
serrice. It is also nossible to do a CACCT without it being logged
on the logging teletype. This will helo avoid congestion caused by

the printer job constantly changing accounts.
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2. Multi-pack disk swapping

Multi-pack disk swapping reorganizes the disk swap area,
1lividing the space equally among the center cylinders of each of the
availanle disk drives, as opposed to allocating the space 1in a
contiquous area on a single drive. The central location of the swap
areas minimizes average arm excursion, and servicing <wapping
raauests with many devices makes possible simultaneous seek
operations and, with certain controllers e.gq. 3330 equivalent,
simultaneous rotational positioning. Prior to installing this
feature, BBN s lyctem C was swap-limited in 256K; we were unable to
reduce page-wait los:. time to less than 10% under heavy load. With
the advent of multi-pack swapping, the system became cpu-limited,
even in 192K. Measuiement of the time reaquired to read a page while
swapoing on 5 Calcomp CD23@ drives averages abproximately 27 ms.
under moderate load; this is aueuing delay plus actual service time.
This compares favorably with 22 ms. for the Bryant drum,. We will
e oertorming more such measurements, in varyirg confiqurations, in

the near future.

3. Non-resident lock conflict st.ategy

Non-resident locks, such as directory locks, present a problem
in TENEX because a wrocess feiling to lock such a lock cannot
nrovide the Scheduler with explicit wake-up criteria, such as a test
of th: state of the lock itself, because, in general, references to

non-resident storage are not rermissible in the scheduler context
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(job and process-private storage 1is nnt even addressable, except
under special circumstances). 1In the past, this difficulty was met
by setting wup a short-dismiss followed by lock-retry loop. The
problem with this open-loop approach is the consiuerable overhead
involved in a process wakeup, usually including at least several
vager traps and swaps. In fact, 1lockups have occasionally beea
observed due to many processes attemoting to simultaneously seize &
single (popular) non-resident lock, and consuming such 1inordinate
amounts of processor time in the dismiss-wakeup-retry sequence that
the process possessing the lock was unable to obtain sufficient
service to complete the sensitive routine and release the lock in a
reasonable amount of time. The nrew strategy simply involves the use
of a single resident flag which is set by any rrocess failing to
lock any non-resident lock (the "set" state indicates that at least
one conflict remains unresolved). The failing process then
dismisses itself, telling the scheduler to wake it when the flag is
cleared (the flag 1is testable by the scheduler because it is
resident, though the 1lock 1is not). Any orocess unlocking a
non-resident 1lock on which a conflict has occurred (this is
detectable from the value of the lock itself) clears the flag. This
simple algorithm eliminates the vast majority of unnecessary
wakeups, failing only when conflicts 1iavolve more than two

nrocesses, either on the same or different locks.
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4. Nu.w balance set holding strategy

It has been observed that certain processes,; notanly the TENEX
Network Control Program, and processes running tanes, experience
pooi service and tend to degrede total system performance. This 1is
because these nprocesses tend to dismiss themselves freauencly for
relatively short intervals. In the past, a dismissed process was
removed from the "balance-c2t" (_he set of s-hedulable processes) by
the scheduler immediately, cubjecting its pages to garbage
collection ‘the aarbage <collector avoids pages being actively
referenced by members of the balance set). Upon wakcup, the process
in auestion would have to fault back any needed pages lost during
the dismissed 1interval, experiencing delays and overheacd and
contributing to total paging traffic. The 1.33 scheduler now notes
anv nrocess which dismisses for an interval 1less than a fixed
system-global value, currently 136 me, and holds that process in the
balance set for a veriod not exceeding that value following all
subsequent dismisses. This c¢ontinuas until a period of dismissal
axceeds the threshold value. The puroose is, of course, to oprotect
the working sets of sicy dismizsed processes, on the evidence that
the process is likely to awea.en soon. This change has been observed

(2t Xerox PARC) to produce a notable reduction in paging traffic.
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1. PDP-10 Compiler

During the ©preceding quarter, a new set of PAP-10 code
generators was written. These code generators were written to run

with the same parser as the PDP-!1l compiler.

This quarter, we continued work on these code generators, to
make them fully functional, and to realize a 10 to 280% increase in
compiled code efficiency. After studying the compiler, it was
decided that the ertire program need- careful re-organization in
order to make it both more easily modified, and more easily

transported.

A set of header files which describe all of the compiler data
structures, lexemes, globals, and implementation constants has been
cr.eated. The operator precedence scheme has been 1isolated 1into a
single easily modified table, and the entire parser and
tree-building (CAE) phases aave been re-written and (re undergoing
testin,. The tree-walking/code-genzrator phases have bheen examined,
and the tree walking (TRN) phase has been re-coded to make use of

the structure cap~bilities of BCPL.

2. BDDT

BDDT is a source level symbolic debugger for BCPL. 1In addition

to fixing several bugs 1in BDDT, a new experimental version was
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developed which enables users with all uppercase terminals to debuq
programs which use both upper and lower case ietters. This version

needs further work before it is ready to be released.

3. PDP-11 BCPL Cross-comoiler

Further work on the PDP-11 BCPL cross-compiler was performed in
this «aquarter to decrease the number of cases where the compiler
cannot resolve conflicting regist2r rtequitements resulting in
abortion of the computation. The reaister use optimizer attempts to
select the order of =valuation of operands in c¢cder tc .Linimize the
number of extraneous moves either in setting up the operands or in
utilizing the result. The procedure is sub-optimal 1in that each
onerator 1is considered only once and the decision con evaluation
order is done solely on the basis of the register wusage in
evaluating each omerand. Thi5 results in a procedure whose cost (in
compilation time) grows linearly with the number of opercators

involved rather than one which grows as 2**N,
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IV. COTCO Activities

A. Background

As an initial part of the effort to consolidate communications
on Cahu, NAVELEX is considering experimental use of
ARPANET-supported interactive message services to supplement
existing record communication systens. CINCPAC and NAVY personnel
will evaluate the applicability of specific and general capabilities
for possible wuse in the final <COTCO system. The activities
described below provide support for the planning and execution of
such a teo* using existing ARPANET message technoloay. In
particular, we will adapt and enhance current ARPANET mescage
facilities for such a test, including appropriate modifications and
additions to current message comnuter support systems A5 necessary
for military test use. The system changes described will upgrade
the existing message capabilities to a level suitable for the test
and provide for enhanced reliability 1in order to assure that a
meaningful test can be conducted. The improvements planned wil.
also be wuseful to the new messaqge software being developed at ISI

through the provision of needed system support features.

The ARPA sponsored work in imessage systems is currently being
strdied by a Message Service Committee with repiesentatives from the
relevant organizations in the ARPA community. These organizations
include BBN (Bolt Beranek and Newman) MIT-DMS (Massachusetts

institute of Technology Dynamic Mod:lling Systems), SRI-ARC
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(Stantford Research 1Institute Augmentation Research Center), and
USC-ISI (University of Southern California Information Sciences

Institute). ARPA Has tasked this committee with:

l. Identifying possible requirements for current and
future message services within DoD as well as the

ARPA research communitcy.

2. Identifying the comgputer science issues and research
problems that must be solved to meet these

reguirements.

3. Evaluating current ARPA R&D efforts on message
systems with respect to applicability to these

services.

4. Generating short term, intermediate term, and 1long

term plans for meeting the identified objectives.

The recommendations generated for ARPA by the Message Service
Committee should prove helpful and 1illuminating in identifying

reauirements for a direct writer-to-reader service.
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The existing ARPANET messagje service has been ir continuous
development by the ARPANET «ommunity for the last two years. We
were responsible for deveirping these services on the TENEX
operating system. This c¢ervic. 1is; provided by four different

program modules on the host computers of the ARPANET:

1. GSNDMSG: The message-creator is a special purpose
interactive editor program which helps a writer
compose the text of his message and a header which
specifies subject, action addressees, infcrmation
addresses, etc. Once the writer is satisfied with
the message, ke gives a command for the message to
he sent. At this point, the messaqge-creator gueues
a copy ot the message for background-mode

transmission to each addressee.

2. MAILEK: The message-sender 1is a system-provided
baclkground job which periodically surveys the
outgoing nessage queues written by the
message-creator. The message-sender is responsible
for transmitting each queued message to its
addressed destination, and removing each messag.
from the aueue after its receiot has been positively
acknowledqged from the receiving end. This
transmission takes place in the ARPANET using a

protocol called the File Transfer Protocol, (ETP)
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which provides control and pocitive acknowledgement

fcr message moving between hosts on the ARPANET.

3. FTPSRV: The message~receiver is another
system-provided background job which is awakened as
needed to receive, stor<, and acknowledge incoming
messages from other ARPANET hosts. It uses the
ARPANET standardi =~TC  for control of message
transmicsion, Once the messagea-receiver has
received a message, it must interpret the address
field to dispatch the message to the correct
recipient. The messaqe is delivered by appending it

to the addressec’s message-file.

4. MAILSYS: The message-read2r 1is an interactive
nrogram module invoked by a message recipient to
assist him in processing the received m2ssages in
his messaqge-file. It provides facilities for
surveying all received messages (display of selected
header fields), reading the messages in any order or
combination on his terminal, and nroducing hard copy
of selected messages. It also permits the recipient
to dispose of messages by deleting them or appending
them tc other files of his choice for later
retrieval. The message reader will retrieve

nessages from these other files in the same way it
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retrieves messages from his message-file, permitting
selective retrieval based on author, subject, date
or a number of other keys. This constitutes a
primitive cataloged information storage/retrieval

facility.

B, Project Activities

Durirg calendar 1975, we will design and implement
modifications and extensions to existing wrilter-to-readei message
facilities on the ARPANET to sunport a tect-system for VAVY/DoD
message processing requirements. Existing software Iequires
specific modifications to 1improve message <cervice relicbility,
resoonsiveness, human engineering, generality, and accounting
caonabilities. These changes in the existing message service
software will orovide such things as appropriate military nessage
header fields and formats. Changes 1in the supporting system
software will <correct known minor deficiencies and improve overall
system reliability. The result of our efforts should have
continuing value in that the system enhancement will be useful in
Jeneral or other applications and mary of the message service
functions will form a basis for further extension by others such as

ISI.

We started this activity in January 1975, and plan to have a
usable initial message system available in first gquarter 1975. This

initial system, which will contain only minor changes from the
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current system:- to enhance reliability and other critical aspects of
the system, w'll be evaluated by NAVRLEX. A plan will be generated
for wutilizing such a system for the experimental test-system. We
will then complete any relevant changes, respond to additional
reauirements discovered during ine evaluation, and irvestigate the
issues 1involved and needed developments for meeting long-term

reauirements for military message processing.

Message system programs will be implemented in BCPL (Basic
Compatihle Programming Language) a bigqh-level language which is
currently suvoorted on PDP-18°s, PDP-11's., 1IBM--3€0°s, Honeywell
5939 °s, and an assortment of other popular machines. At some future
date, it may be necessary or desirable to trensport message system
functions 1into other machines, and our BCPL structure will greatly

7i1 this process.

Our efforts will adapt the existing message services to the
military environment and formats and provide additional capabilities
in the support systems rneeded for the test. The currert ARPANET
interactive message service is a promising basis which can be molded
into a suitakle test-system economically and rapidly. By adapting
existing and nroven sofiware and by using already existing hardware
and communicaticn facilities, an inicial test can be conducted at

low cost and on a rapii time scale.
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C. MAILSYS

A firsc experimental version of the new M™LILSYS Message
Proccessing System was put 1into operation the orevious quarter.
After a period of “esting and refinement the new svstem was released
for BBN TENEX users, in January 1975. This first version of MAILSYS
orcvides message management services for incoming mail. The system
contains commands for manipulating “in-box" and other message files.
It 1s possihle to survey the contents of a message file, to wperform
sa2lective retrieval on stored messages, to delete unwanted messages,
and to move messages «crom one file 0 another. The retrieval
mechanisns make it possible to erxtracr complete messales or any
combination of message field that {he wuser may wish. Selective
retrievals can "filter" on the contents of various message fields,

sucn as avthor, date, addressees, or su“ject.

Messaje creation in this first version of MAILSYS is handled by
invoking the standard SNDMSG program from within MAILSYS. Another
feature with very general power: 1is the abilitvy tc invoke a
"in‘erios" Executive System. This permits, for exampie, f{ile
cenying and other manipulations not directly provided for in the

MATLSYS code.

Since the January release, substantial progress has been made
on a new and more pcwerful version of MAILSYS. Work on the new
version 1s nearing completion, and its release is expected 1in the

near future.
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As far as a user i3 concerned, the most 1important featu.~ of
the new system will be the ability to create and transmit messages
from within MAILSYS without the need to invole SNDMSG. The new
message creation facility will be command driven rather than having
the dialoque format of SNDMSG. It wil) permit the user to specify
message fields in any order he wishes and to return to previously
specified fields as often as desired for editing or replacement.
The wuser need not transmit the message until he is satisfied with

its entire contents.

A second change of direct significance <vto the wuser 1is the
ability to treat a message retrieval "filter" as an obiject which can
ne used repeatedly and incrementally changed during a session with

MATLSYS.

The new version of MAILSYS will also contain a series of
increm2ntal changes, improvements and extensions beyond the present
version. They account for almost half of all changes currently
reauested by wusers and wvlanned for eventual implementation in

MATL.SYS,
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D. DOCUMENTATION

An initial user guide was released with the January version of
MAILSYS. Work 1is under way on a revised version of this document

which describes the February MAILSYS release.

The second type of wuser documentation consists of commands
built into MAILS that provide explanatory assistance to the user.
Initial versions of these c..mands were implemented in the January
release of MAILSYS. Thes=2 are now in process 2f update, and new

versions will be available along with the next MAILSYS release.

E. MAILER and FTPSRV

The project calls for modification to these underlying <cervice
programs in order tc support and enhance the operation of the
evolving MAILSYS system. The majority of these tasks are 1intended
to render the operation of MAILSYS more efficient and to provide for
enhanced security. During the current reporting period we have
completed modifications to MAILER which provide for the delivery of
local message items through the FTPSRV subsystem. Modifications to
FTPSRV provide for aueuing of incoming message: when the destination

inbox is busy.

F. TENEX Capabilities

In addition to MAILER and FTPSRV, efficient, safe, and secure

operation of the new MAILSYS calls for <certain changes in the
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underlying TENEX operating system. A basic nodification has been
made in the TENEX accounting system that will permit message
processing services to be charged to the wuser’s 1logged in job
number. Formerly, &« certain portion of thece were chanw.ed to system

overhead jobs.
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