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Maintaining security in IoT systems depends on intrusion detection since these networks' 

sensitivity to cyber-attacks is growing. Based on the IoT23 dataset, this study explores 

the use of several Machine Learning (ML) and Deep Learning (DL) along with the 

hybrid models for binary and multi-class intrusion detection. The standalone machine and 

deep learning models like Random Forest (RF), Extreme Gradient Boosting (XGBoost), 

Artificial Neural Network (ANN), K-Nearest Neighbors (KNN), Support Vector Machine 

(SVM), and Convolutional Neural Network (CNN) were used. Furthermore, two hybrid 

models were created by combining machine learning techniques: RF, XGBoost, 

AdaBoost, KNN, and SVM and these hybrid models were voting based hybrid classifier. 

Where one is for binary, and the other one is for multi-class classification. These models 
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were tested using precision, recall, accuracy, and F1-score criteria and compared the 

performance of each model. This work thoroughly explains how hybrid, standalone ML 

and DL techniques could improve IDS (Intrusion Detection System) in terms of accuracy 

and scalability in IoT (Internet of Things).
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CHAPTER 1 

INTRODUCTION 
 

The fast-expanding Internet of Things (IoT) device industry offers new challenges for 

network security. As more linked devices are employed, these networks have become quite 

sensitive to numerous types of cyber-attacks; so, powerful Intrusion Detection Systems 

(IDS) have to be designed to safeguard IoT settings. Although helpful in some cases, 

conventional IDS systems struggle to handle the complexity and variety of modern cyber-

attacks, particularly in IoT networks, which usually have resource-constrained devices. 

This has motivated research of sophisticated ML and DL approaches for both binary (attack 

vs. normal) and multi-class (various kinds of assaults) intrusion detection.  

Recent research on intrusion detection in network traffic data has demonstrated the 

efficiency of numerous machine learning techniques like K-Nearest Neighbors (KNN) 

XGBoost, Random Forest, and Support Vector Machine (SVM) [1]. We have seen 

promising outcomes in detecting complex patterns in invasion data using deep learning 

approaches, like as Convolutional Neural Networks (CNN) and, Artificial Neural 

Networks (ANN) especially when dealing with large datasets like the IoT23 dataset [2]. 

However, when handling multi-class classification or sophisticated attack situations, the 

performance of standalone models can occasionally be constrained. 

Recent work suggests a hybrid strategy combining the strengths of many machine 
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learning techniques to handle these difficulties. This work specifically combines two 

hybrid models—one for binary intrusion detection and another for multi-class intrusion 

detection—random forest, XGBoost, AdaBoost, KNN, and SVM. Evidence from earlier 

research suggests that hybrid models can increase detection accuracy by combining the 

strengths of several techniques, since they beat independent classifiers in all three 

metrics[3]. Training and testing the models came from the IoT23 dataset, especially 

intended for IoT-based intrusion detection research. From Denial of Service (DoS) to 

distributed attacks, this dataset offers a large supply of data for spotting different kinds of 

attacks, so acting as a useful benchmark for binary and multi-class intrusion detection 

research. With an eye toward how effectively they manage class imbalance problems 

typically observed in IoT datasets, the hybrid models were assessed using key 

performance standards including precision, F1-score, accuracy, and recall. 

Furthermore, by using the capabilities of several classifiers, hybrid models combining these 

machine learning models especially via voting systems offer even further improvements in 

detection accuracy [4]. 

Finally, this work evaluates stand-alone machine learning, deep learning, and hybrid 

models in terms of precision, F1-score, accuracy, and recall. The results of this work 

provide interesting study of the development of stronger and scalable IDS solutions able to 

meet the evolving scene of cyber-attacks in IoT systems. 
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1.1   Motivation and Problem Statement 

The fast spread of IoT networks over many sectors has presented major security concerns 

because of the sheer quantity of linked devices and the changing nature of cyber threats. 

Often inadequate for properly controlling the complexity and variety of threats in these 

settings, traditional intrusion detection systems (IDS) were made but these IDS systems 

have limitations because the new IoT devices has more complexity so, the demand for 

sophisticated, dependable, and scalable intrusion detection techniques has never been more 

pressing. 

Big data, ML, and DL techniques reveal intriguing approaches to enhance IDS by pointing 

up dangerous patterns. RF, XGBoost, AdaBoost, KNN, SVM, and DL models, including 

ANN and CNN, have helped binary and multi-class intrusion detection tremendously. As 

these standalone models have some limitations, two hybrid models combining the strengths 

of these stand-alone models have also been tested in the complicated IoT context. 

Improving the efficiency of both independent ML and DL models and hybrid models that 

integrate the best features of many models into a single, voting-based model is the driving 

force behind this effort. As the IoT devices and attacks on those devices are increasing 

proportionally, detecting these attacks is becoming much more challenging. Therefore, in 

order to address this issue, it is necessary to design an intrusion detection system that is 

both strong and scalable. This is the primary objective of this work. 
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1.2   Contribution 

The contributions of this thesis are organized as follows: 

 

• Pre-processing steps of IoT23 and the process includes feature scaling, 

feature engineering, categorical feature conversion and missing data 

handling. (Chapter 3) 

• Binary classification of IoT attacks using standalone ML and DL models 

such as RF, XGBoost, ANN and CNN. (Chapter 4) 

• Multi class intrusion detection of IoT attacks using standalone ML and DL 

models such as RF, XGBoost, ANN and CNN. (Chapter 5) 

• Hybrid approach for detecting IoT attacks using a voting classifier where 

different machine learning models are combined. (Chapter 6) 
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CHAPTER 2 

LITERATURE REVIEW 

Given their growing and linked character, IoT networks—which are increasingly 

vulnerable to cyber-attacks—rely on intrusion detection systems (IDS) to maintain their 

security. Using both binary and multi-class intrusion detection models, several machine 

ML and DL methods have been employed to improve IDS. This review of the literature 

investigates several current works addressing intrusion detection problems using various 

techniques, both as stand-alone models and in hybrid setups. 

The authors of [5] presented a new AI framework that detects malware in IoT devices to 

mitigate cyber-attacks. The authors focus on enhancing security in various use cases for 

smart environments through an all-inclusive AI-enabled approach in this paper. 

Emulation of a smart environment employing the Raspberry Pi and NVIDIA Jetson as 

gateways in capturing data from IoT devices connected via the MQTT protocol, therefore 

enabling monitoring of real-time malware attacks for their prediction. In this work, many 

models of AI have been evaluated, among which the DNN model demonstrated superior 

accuracy and classification capability with an F1-score of 92% and detection accuracy of 

93% on Edge-IIoTset and IoT-23. Concerns about the impact on system resources by 

specifying metrics are drawn to traffic and CPU usage on both devices, while challenges 

in view include the lack of ground-truth data in most cyberattacks. Future research shall
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be on few-shot learning, lightweight model implementation, deep learning cutting-edge 

methodologies, penetration testing, and the use of additional sensor and actuator data to 

enhance the anomaly detection system. 

Using the IoT 2023 dataset as a thorough benchmark, the study of [6] tackles the issue of 

feature extraction from IoT data. The goal is to gain a better understanding of the 

dataset's properties and possible uses by evaluating both classic statistical approaches and 

ML-based methods. Feature extraction takes on more significance in the context of the 

Internet of Things (IoT) because of the "curse of dimensionality," the well-known fact 

that data processing and analysis get more complicated as the number of dimensions 

grows. Various techniques have been surveyed to place them in the context of their 

strengths in capturing relevant information, reducing dimensionality, and improving 

performance in IoT analytics. Some key findings in this respect include the Hughes 

phenomenon: classifier performance may get better with more features up to some 

optimal point before deteriorating. In this paper, via ample experiments and performance 

analysis, guides the choice of suitable feature extraction methods to be deployed for 

various IoT applications. This will, therefore, help in the practical development of IoT 

solutions in 2023 and beyond. Besides, according to the authors, little effect of reducing 

features on the model performance is up to an accuracy of 93.04% using Decision Trees 

and 93.05% using Random Forest models.  

This paper reviews CNN for anomaly detection within the Internet of Things networks 

[7] and, thus, tries to evaluate the performance of dimensions CNN1D, CNN2D, and 

CNN3D in the presence of normal and anomalous network data. It shows the models’ 

trustworthiness in detecting different cyber-attack types and maintaining the integrity of 
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the IoT network traffic. Various datasets are used, including IoT Network Intrusion, Bot-

IoT, MQTT-IoT-IDS2020, IoT-DS-2, IoT-23, and IoT-DS 1. This study concludes that 

CNN2D and CNN1D are very good at identifying anomalies in IoT networks because of 

how accurate and fast they are. Thus, from the current and future perspectives, these 

models are very promising in building a solid structure for intrusion detection in the 

network of computers. Moreover, the authors recommend that future research should be 

directed along the lines of other deep learning approaches, such as FFN, RNN, and GAN, 

that are suitable for transforming this system into a high anomaly detection one to rise to 

the challenges of the shifting paradigm in cyber security. 

Using ML approaches, Prazeres et al. (2022) evaluates AI-based malware detection in 

IoT network traffic. The study makes use of the IoT-23 dataset using real IoT network 

traffic of both benign and malicious, including numerous forms of malware including 

botnets and DDoS attacks. Key strategies to categorize network traffic are feature 

selection, data normalization, and the application of several ML models (Logistic 

Regression, RF, ANN, and Naïve Bayes) [41].  

The authors of [20] evaluate different algorithms of anomaly detection and classification 

using the IoT-23 dataset. They found that, out of those, the RF algorithm was most 

effective with an accuracy of 99.5% and precision. It can be seen that ANNs have biases 

toward classes with higher occurrences, possibly due to neuron weight configurations, 

and the Support Vector Machine turned in the poorest result at an accuracy of 60% which 

can’t predict benign captures, but it turned in a relatively high recall rating. The study 

concludes that RF is the best algorithm for detecting and classifying anomalies in the 

IoT-23 dataset, which was also revealed in the past by related studies and proposes 
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further research into the causes of high accuracy by simpler 

models and the potential of advanced neural networks to enable improved performance. 

Especially in multi-class issues, Random Forest has repeatedly shown to be a useful 

classifier in identifying intrusions. For example, with high accuracy rates in multi-class 

classification, a Random Forest application to the IoT23 dataset revealed better 

performance than other machine learning models [8]. 

Likewise, XGBoost, known for its boosting power, has demonstrated extraordinary 

intrusion detection capability. As network intrusion detection systems built for IoT 

networks show, XGBoost lowers mistakes and raises classification accuracy by 

iteratively strengthening weak models [9]. Research also shows how well it can handle 

prevalent network dataset class imbalance problems [10]. 

Intrusion detection systems have used ANNs to learn intricate connections inside network 

traffic data. Their versatility and great performance while managing big datasets help 

them to shine in multi-class detection challenges. In one study, for example, ANNs were 

tested against various supervised learning techniques; Random Forest turned up as the 

best performance for multi-class intrusion detection. Nevertheless, ANNs also displayed 

competitive performance in precisely categorizing fraudulent traffic [11]. 

CNNs' capacity to automatically learn geographic information from data has driven their 

increasing application to IDS. CNNs have proved quite effective in the framework of 

multi-class classification in spotting network breaches. For multi-class detection on the 

Bot-IoT dataset, for example, a CNN model was able to reach accuracy values near 

99.9986% [12]. To increase the long-range dependent detection capability in network 

traffic, CNNs have also been coupled with other DL models such Recurrent Neural 
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Networks (RNNs). There has been a considerable improvement in the detection accuracy 

of learning the spatial and temporal components of the network traffic data when CNN is 

paired with Gated Recurrent Units (GRU) [13].  

Using multiclassification models within the PySpark architecture, a 2024 study by 

Alrefaei et al. offers IoT network real-time intrusion detection system (IDS). One-Vs- 

Rest (OVR) method machine learning approaches include Random Forest, Decision 

Trees, Logistic Regression, and XGBoost help to enhance detection accuracy and 

minimize prediction latency. Class imbalance is solved via data cleansing, scaling, and 

SMote using IoT-23 dataset. Random Forest displayed the fastest prediction time at 

0.0311 seconds, but XGBoost achieved the highest accuracy at 98.89%, so underlining 

the system's value in real-time IoT threat detection and so reducing security concerns[15]. 

Combining the advantages of several classifiers, ensemble approaches have shown 

notable gains in IDS performance. In particular, hybrid models, which combine 

classifiers in voting systems to improve overall accuracy and detection rate, have 

encouraging results. Upadhyay et al. (2021) presented a majority voting ensemble 

combining Random Forest, XGBoost, and KNN with additional classifiers for SCADA-

based power grids. Their model demonstrated gains in binary and multi-class 

classification by selecting features using Recursive Feature Elimination and then utilizing 

majority voting to increase precision and recall [1]. 

Similarly, Hussein et al. (2021) achieved greater detection rates across several assault 

categories by integrating AdaBoost, Random Forest, and XGBoost in an ensemble 

strategy for multi-class and binary classification. Their approach was verified on datasets 

like NSL-KDD and UNSW-NB15, and the ensemble performed better than individual 
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classifiers regarding accuracy and precision [14]. 

A hybrid model that included Random Forest, XGBoost, and KNN and was improved 

using feature selection approaches was also investigated by Liu et al. (2023). When tested 

on many datasets, their approach showed an increase in overall detection accuracy and a 

decrease in false positives. In this study, the voting system of a hybrid classifier, which 

combines other individual classifiers, is achieving better performance than stand-alone 

classifiers [16]. 

Voting classifiers have emerged as a popular IDS technique, especially in IoT contexts 

where various threat types necessitate adaptable detection systems. A voting classifier 

that included AdaBoost, Random Forest, KNN, and SVC was suggested in research by 

Mhawi et al. (2022) to handle the high-dimensional nature of network traffic. Particularly 

in situations involving multi-class classification, their hybrid model outperformed solo 

classifiers. On the CICIDS2017 dataset, the model showed accuracy gains of up to  

99.7% [17]. 

Research shows that a voting ensemble of classifiers including RF, XGBoost, AdaBoost, 

KNN, and SVC performs better than any classifier taken on alone. Leevy et al. (2021) 

evaluated different ensemble models, including XGBoost and Random Forest, to find 

assaults in the framework of the Internet of Things. Their studies show that in terms of 

adaptation and accuracy, ensemble models usually outperform individual classifiers [18]. 

Rahman et al. (2021), who combined AdaBoost and XGBoost with different feature 

selection methods, further highlight the significance of feature selection in these hybrid 

models. Their hybrid model decreased computing overhead, which is crucial for real-time 

intrusion detection systems while increasing detection accuracy [21]. 
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When testing intrusion detection systems (IDS), the gold standard is the IoT23 dataset, 

which simulates real-world IoT network traffic. It provides several attack scenarios that 

researchers can use to test the multi-class classification capabilities of DL and ML 

models. Detection rates surpass 99% when models based on Random Forest and CNN are 

used [19]. 
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CHAPTER 3 

DATA PRE-PROCESSING 

Pre-processing in the context of data science is the set of steps used to prepare raw data 

for machine learning models to examine. This stage is crucial since, unbridled, the 

irregularities, errors, and incompleteness of real-world data could lead to poor model 

performance. For the purpose of facilitating the model's learning, pre-processing 

primarily aims to clean, convert, and organize the data. The following are some of the 

actions done in order to prepare the data: 

3.1 Data Analyzing 

Data analyzing is a crucial part of data pre-processing. This important stage helps one to 

figure out the type of dataset, class distributions, patterns and some other valuable 

information which will help one to plan for how these data needs to be prepared. In this 

work we are using IoT23 dataset. Below we will talk about the class distribution of this 

dataset for both standalone and hybrid models. 

3.1.1 Class Distribution for Standalone and Hybrid Models 

For the standalone ML and DL models along with the hybrid models we had used 

100,000 data for binary classification and for multi class classification we had used 

69,398 data. For binary classification each class has 50,000 observations and for multi 

class classification each class has around 10,000 observations. In binary classification 

there are total of 2 classes which are Benign and Malicious and for multi class 

classification there are total 7 classes which are Benign, C&C- HeartBeat, DDoS,



 

13 
 

Okiru, PartOfHorizontalPortscan, C&C, and Attack. The visualizations of these classes 

are given below: 

 

Fig 1: Class Distribution for Binary Classification 

 

Fig 2: Class Distribution for Multi Class Classification
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3.2 Missing Data Handling 

Missing data handling refers to how to handle missing values such that they don't 

negatively impact target prediction. In order to address the missing values in the IoT23 

dataset, we substituted 0 for the empty values of numerical features. Additionally, there 

was a categorical feature called service that had been filled with the value "unknown" and 

also had empty values. 

3.3 Categorical Feature Conversion 

To train the machine learning models we must need to convert the categorical features 

into numeric values  because the models cannot understand word as an input value so, to 

do that we had applied a method called one hot encoding and this method converts the 

features like if a specific class is present in an observation then it denotes the value of 

that observation for that class as 1 otherwise 0. 

3.4 Feature Engineering 

The goal of feature engineering in machine learning is to improve a model's prediction 

power by enhancing it with additional features or by tweaking its current features. It is 

the conversion of raw data into a format better suited for model training so the computer 

may more effectively find important trends, correlations, and patterns. 

For my dataset, first we extracted information from two of the features containing the IP 

addresses. The first information we extracted tells us if the IP is private or global and the 

second information tells us the countries of the IP addresses. And after that we removed 

those IP Address columns because it will overfit the model with training data which is 

not good for our model. There are some more id columns that are also being removed. 

After removing the id columns Permutation Importance test was done on all the 
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remaining features and from the test results it showed that removing history will not 

impact on predicting the target because if we remove that then the decrease in the 

accuracy score is negative or unchanged so after this test, we have removed those that 

features also. Below is the visualization of the test: 

 

Fig 3: Permutation Importance Test 

After doing the feature engineering we had a total of 36 features. 

3.5 Data Splitting 

In machine learning, data splitting is the technique of partitioning a dataset into several 

subsets for model training and evaluation. This stage is crucial to guarantee that, instead 

of only memorizing the training data, a phenomenon called overfitting a machine 

learning model generalizes successfully to new, unknown data. Below we will discuss the 

data splitting ratio for both standalone and hybrid models. 

3.5.1 Data Splitting for Standalone Models: 

For standalone models, we had segregated the dataset into a train, test and validation 

segment. We had used 70% for training, 20% for testing and 10% for validation. Below is 

the bar graph of that distribution: 
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Fig 4: Data Splitting for Standalone Models 

3.5.2 Data Splitting for Hybrid Models: 

For hybrid models, we had taken 80% of the total data for training and 20% data of the 

total data for testing and as we are using cross validation which we will talk about later, it 

will randomly split the training dataset into validation and training data. Below is the 

visualization of data splitting: 

 

Fig 5: Data Splitting for Hybrid Models 
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Now we will talk about K-Fold Cross Validation. 

3.5.2.1 K-Fold Cross Validation 

K-Fold Cross Validation is a resampling method for assessing ML models that involves 

splitting the data into k equal-sized folds. In each iteration, the validation set is one-fold, 

while the training set consists of the remaining K-1 folds. A more accurate evaluation of 

the model's efficacy can be obtained by averaging the results of this k-times method. 

Although it aids in avoiding overfitting, K-fold cross validation offers a more reasonable 

assessment of a model's ability to generalize.  

For our models we had used 5-fold cross validations which splits the training set 5 times 

into 5 different training and validation datasets. 

3.6 Feature Scaling 

In machine learning, feature scaling is a preprocessing method used to change the range 

or distribution of data values thereby guaranteeing consistency across features. For 

algorithms sensitive to changes in feature magnitude, such SVM) and KNN, this stage is 

essential since it standardizes or normalizes the data to a uniform scale, hence lowering 

the variability among features. 

Eliminating bias resulting from features of different magnitudes which could skew model 

predictions are dependent on feature scaling. By lowering variations in feature range, 

techniques such as normalization and standardization help machine learning models to 

operate better [22]. 

For my dataset we used Min-Max Scaler and let’s talk about it now. 
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3.6.1 Min-Max Scaling 

Min-Max in ML, scaling is a normalizing technique used to rescale traits within a certain 

range—usually [0, 1]. This approach guarantees that no feature dominates the others and 

is particularly useful in cases of variable scales or units for the features. The conversion is 

accomplished with the following formula: 

𝑋′ =  
𝑋 − 𝑋𝑚𝑖𝑛

𝑋𝑚𝑎𝑥 −  𝑋𝑚𝑖𝑛
 

 
Where 𝑋′ is the value after scaling, 𝑋 is the original value of that particular observation, 

𝑋𝑚𝑖𝑛 is the minimum feature value, and 𝑋𝑚𝑎𝑥 is the maximum feature value. 

3.7 Challenges 

During pre-processing the data, we have faced 3 crucial challenges which are huge data 

volume, class imbalance and information leakage and now let’s talk about them in brief. 

3.7.1 Data Volume 

Data volume plays an important role in machine learning. For our IoT23 dataset we had 

21GB of data with around 60 million observations which is making the pre-processing 

tasks like feature scaling, one hot encoding, and label encoding very slow. Moreover, it 

was making the training process very slow too and that’s why to mitigate these problems 

we had taken a portion of data for binary classification, multi-class classification and 

hybrid approach which will not affect the model performance in a bad way and also after 

doing that, the pre-processing tasks became very fast along with the training process. 

3.7.2 Class Imbalance 

In ML, class imbalance is the result of an unbalanced distribution of classes in a dataset 

whereby one class (or a small number of classes) has significantly more instances than 
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other classes. This usually happens in classification problems when some events or 

results are rare in relation to others. There was a class imbalance in our dataset consisting 

of eleven assault kinds or classes; as a result, we removed the classes with the fewest 

observations and kept seven that had a sufficient amount of data. 

3.7.3 Information Leakage 

In machine learning, information leakage is the result of a model inadvertently accessing 

unrestricted material from the training set, hence producing poor generalization and 

unrealistic performance measures and possibly undermining the predicting capability of 

the model. In our case after the preprocessing when we started training the models we    

have seen that from the very first epoch the accuracy is too high like over 90% which is 

not sophisticated because in the very first epoch there is no model which can be perfect or 

close to perfect so after getting this kind of output, we had suspected that there is a 

information leakage which was during the data scaling. Before knowing the problem we 

were scaling the whole dataset altogether and at that time the scaler we had used gained 

access to all the data which was not supposed to be happened and scale the data 

according to that but after finding the problem at first we split the data and then we fit our 

scaler on the training data then we used that scaler to transform our training, testing and 

validation dataset and in this way the scaler was not gaining access to the validation and 

testing data.
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CHAPTER 4 

BINARY CLASSIFICATION USING STANDALONE MODELS 

4.1 Chapter Background 

In this section we will talk about ML and DL algorithms along with the tools that had 

been used for the binary classification. So far, we have used 2 different machine learning 

models which are RF and XGBoost and for the deep learning models we had used ANN 

and CNN. For the programming language we used python because it is easy to use, and 

the libraries are too rich for this kind of work. For the libraries we had used Scikit Learn, 

Keras, and TensorFlow to build and train the models.  

In the next sections we will talk about the methods in detail, how they work and the 

results. 

4.2 Utilizing Machine Learning Techniques for IoT Security 

4.2.1 Methodologies 

Various machine learning techniques are used in the framework of IoT security to 

improve anomaly detection and threat mitigating:  
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4.2.1.1 Artificial Neural Network (ANN) 

ANNs are computational models that mimic the way the human brain works; they enable 

the discovery of intricate patterns in massive datasets. ANNs perform well in IoT due to 

their inherent learning and adaptive capabilities in dynamic environments that make them 

for detecting sophisticated cyber threats. 

4.2.1.2 Convolutional Neural Network (CNN) 

IoT applications that examine time series and sensor data have embraced convolutional 

neural networks (CNNs), despite CNN being traditionally used for location and picture 

data. With their excellence in feature extraction and hierarchic learning, they can 

recognize complex patterns within streams of IoT data and thus improve anomaly 

detection capability. All of these algorithms offer robust tools to secure IoT networks 

against a wide array of cyber threats. 

4.2.1.3 Random Forest 

As part of the ensemble learning approach, Random Forest (RF) generates predictions for 

classification problems by use of a large number of decision trees that are trained 

together. RF benefits IoT security through enhanced predictive accuracy and reduced 

over-fitting of intrusion detection systems, thus making them more reliable. 

4.2.1.4 Extreme Gradient Boosting (XGBoost) 

XGBoost is a most refined ensemble method designed to couple the predictions of 

several weak models into a strong model. With the added ability to process large-scale 

and sparse data, it can very well be applied in IoT environments characterized by 

heterogeneous voluminous data.
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4.2.2 Application Process of Machine Learning to IoT 

Application of machine learning in IoT ecosystems requires design considerations that 

take into account the unique characteristics and challenges of an IoT environment. The 

first consideration is related to data diversity and heterogeneity: IoT devices generate 

massive amounts of data which differ considerably by type, format, and quality. This 

calls for efficient pre-processing techniques that ensure consistency and reliability in this 

diverse data. Proper techniques—normalization of the data, noise reduction, handling 

missing values—are in order during the preparation of data for ML algorithms. It factors 

IoT devices' "resource constraints." The most IoT devices have limited energy, memory, 

and processing capability. Consequently, lightweight ML models include Decision Trees 

and improved variants of more intricate techniques like Extreme Gradient Boosting are 

more sought for. These models should be built and applied in a way that reduces the 

consumption of resources as low as feasible while preserving great accuracy and 

performance. "Scalability" is another essential consideration. This is so because IoT 

networks can comprise hundreds or thousands of devices, each generating continuous 

data streams. For this reason, ML algorithms need to be scalable to handle this huge 

amount of data efficiently. Distributed computing and edge computing, where data 

processing happens closer to the source of data, may decrease problems of scalability by 

reducing latency and bandwidth usage for sending data to some central servers. Real-time 

processing is essential for effective security in IoT devices. Given the dynamic nature of 

the environment in an IoT, to function effectively, the ML models have to be developed 

with real-time data analysis and threat detection capabilities. Algorithms such as CNN 

and ANN can be optimized for real-time inference that identifies anomalies and a 
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reaction to intrusion promptly. Moreover, it is capable of using online learning methods 

so that it will keep updating the model whenever new data arrives to make it adapt to 

changes in patterns or newly emerging threats. This will, therefore, make “robustness and 

resilience” the major priority in the face of adversarial attacks. Sophisticated cyberattacks 

against IoT devices constantly try to dupe these ML models. Techniques such as 

adversarial training enhance the robustness of ML models by training them using normal 

examples and adversarial examples. Techniques like RF can add another line of defense 

by fusing several models to increase detection accuracy and hence minimize successful 

attacks. Lastly, there are critical considerations of “privacy and security of data”. In many 

cases, IoT devices gather sensitive information, thus making the question of the privacy 

of data a serious one. It is possible to enhance privacy and security by training models 

using privacy-preserving machine learning techniques such as federated learning on 

decentralized data without having to move the raw data. In addition, ensuring compliance 

with data protection regulations and applying encryption procedures at all levels offers 

another layer for guaranteeing the integrity and confidentiality of data. In other words, 

any effective application of ML to IoT would require a multi-dimensional approach to 

issues of data heterogeneity, resource-constrained devices, scalability, real time 

processing, robustness to adversarial attacks, and data privacy. Provided that these 

challenges are taken into account, the design of effective and efficient ML solutions can 

be achieved through tailoring to meet the unique demands of IoT environments for 

bolstering security and functionality in IoT networks.
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4.3 Evaluation of Proposed Methodologies 

4.3.1 Evaluation Analysis Methods 

We used a set of well-known criteria to assess the performance of the above-described 

algorithms; they will be covered in great detail in the "Results" part. One should explain 

four basic ideas before exploring these measures [23]: 

• True Positive (TP): The total count of real positive cases the model 

accurately found. 

• True Negative (TN): The total number of actual negative cases the model 

accurately found. 

• False Positive (FP): The total number of actual negative events wrongly 

labelled as positive by the model. 

• False Negative (FN): The total count of real positive cases mistakenly 

labelled as negative by the model. 

4.3.1.1 Precision 

Calculating the fraction of correctly detected positive examples helps one to determine 

the performance of a model by means of a precision score. It is stated as TP to the sum of 

TP and FP ratio.  

4.3.1.2 Recall 

Calculating the fraction of real positive cases that were accurately detected helps one 

assess a model's performance using recall score. It is defined as TPs to sum of TPs and 

FN ratio.  
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4.3.1.3 Accuracy 

One way to evaluate a model's efficacy is to calculate the proportion of correct 

predictions relative to the total number of forecasts. It is the sum of all the cases, TP, TN, 

FP, and FN combined, divided by the total number of cases. 

4.3.1.4 F-1 Score 

Combining recall with precision into a single measure, the F1 score is a metric used to 

assess model performance. It is described as a harmonic average of recall and precision, 

therefore balancing the two measurements. 
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4.3.2 Evaluation Results and Summary 

Within the light of the evaluation results presented in Table 1, our model performance 

was compared to the one reported in a referenced study [5], denoted as paper-1, which we 

observed an improvement in all metrics assessed. Its F1-score, recall, accuracy, and 

precision in the DNN(ANN) were 0.997, 0.997, 0.998, and 0.998, respectively; in 

comparison, paper-1 values were 0.940, 0.920, 0.930, and 0.970. That is a significant 

improvement of the model in detecting and classifying the anomalies occurring in the IoT 

networks. The comparison table is shown below: 

Model Name Papers Testing 

Accuracy 

Precision Recall F1 Score 

Random 

Forest 

Ours 

Paper 1 

99.8 

95 

99.8 

59 

99.7 

44 

99.8 

50 

XG Boost Ours 

Paper 1 

98.9 

N/A 

98.5 

N/A 

98.7 

N/A 

98.9 

N/A 

ANN Ours 

Paper 1 

99.8 

93 

99.8 

97 

99.7 

92 

99.7 

94 

CNN Ours 

Paper 1 

94.0 

N/A 

99 

N/A 

88.92 

N/A 

93.7 

N/A 

 

Table 1: Model Comparison Table for Binary Classification 

We also implemented the algorithm of RF, which gave very high scores of 0.998, 0.998, 

0.997, and 0.998 in terms of accuracy, precision, recall, and F1-score, which were near 

perfect. This is very much different from inconsistencies seen in the paper-1 result, which 

reported 0.950 in accuracy and notably, the precision, recall, and F1-score values of 0.59, 

0.44, and 0.50, respectively. Especially for the ANN(DNN) and RF methods, the 

methodologies described in Feature Engineering helped us to achieve significantly 
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improved results when compared to paper-1. Paper-1 did not implement XG-Boost and 

CNN, as opposed to our work. Our XG-Boost model resulted in an overall accuracy of 

0.989, along with very promising precision, recall, and F1-scores of 0.985, 0.987, and 

0.989, respectively. On the other hand, the CNN model resulted in better results, in an 

overall accuracy of 0.940, with precision, recall, and the harmonized F1-score around 

perfect, i.e., 0.990, 0.889, and 0.937, respectively. 

Below we will show some visualizations of Accuracy, Precision, Recall and F1-Score:
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Fig 6: Bar Graph of Accuracy, Precision and Recall for Binary Classification 
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Now let’s talk about the loss curves of these models. 

 

Fig 7: Loss Curve of XGBoost Model 

From the above loss curve of XGBoost model, we are seeing that at the beginning of the 

training the loss starts from 0.40 and then gradually it decreases to the global minima, 

which is around 0. However, there is no spike in graph, so it tells that there is no 

overfitting in the model, and it is converging smoothly. The figure also shows that after 

around 55 epochs the model finished training. 
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Fig 8: Loss curve of Artificial Neural Network (ANN) 

From the above curve we are seeing that the loss of validation loss starts from 0.9 and 

gradually decreases to the global minima of around 0.2 at the end of training. We are also 

seeing that there are no spikes in the validation or the training curve, so both are 

converging smoothly. As the curves are converging smoothly there is no overfitting in the 

model. 
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Fig 9: Loss curve of Convolutional Neural Network (CNN) 

The above loss curve of CNN model shows that the training loss starts from around 0.75 

and gradually decreases to around 0.35. On the other hand, for the validation curve it 

starts from around 0.74 and decreases to around 0.25. We are also seeing that there is no 

spike in the curves so both curves are converging smoothly. Moreover, there is no point 

where the validation curve crosses the training curve so there is no model overfitting. 
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4.4 Chapter Conclusion 

After analyzing the bar graphs, loss curves and comparison table it can be said that RF, 

XGBoost and ANN are achieving very high score in Recall, Precision, Accuracy, and F1-

Score which are better than CNN. But in terms of speed the XGBoost model is better 

than the Random Forest and ANN because it uses the gradient boosting technique to 

minimize the loss in each iteration, but RF takes the average of every tree output which 

can be very slow if you have bigger number of trees. On the other hand, for ANN if you 

have so many hidden layers or your dataset is very complex then it will take much more 

time than XGBoost to train the model.  So, in terms of speed, accuracy and scalability for 

large and complex tabular datasets, the XGBoost model performs better than most of the 

models. 



 

33 
 

CHAPTER 5 

MULTI CLASS CLASSIFICATION USING STANDALONE MODELS 

5.1 Background 

In this part we will discuss the tools applied for binary classification together with ML 

and DL methods. We have thus applied two distinct ML models: RF and XGBoost and 

for the DL models ANN and CNN. Python is the programming language we have picked 

since the libraries are too abundant for this type of task and it is simple to operate. For the 

libraries we had consulted to create and train the models Scikit Learn, Keras, and 

TensorFlow.  

The approaches will be discussed in great length in the future parts, together with their 

outcomes and workings. 

5.2 Methodologies 

We had proposed 4 different methods for this classification task which are RF, XGBoost, 

ANN and CNN. Below are the short descriptions of those methods. 

5.2.1 Random Forest 

RF is a versatile ML technique that can be used for both regression and classification. It 

is one of the algorithms available in ensembles. The mode of the classes used for 

classification tasks can be generated by training with a large number of decision trees.
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5.2.2 Extreme Gradient Boosting (XGBoost) 

XGBoost is a ML technique contained in the gradient boosting framework and a subclass 

of ensemble learning. Starting with decision trees as basic learners, it improves model 

generalization via regularization techniques. Clear evidence of its computational 

efficiency includes its efficient processing, insightful feature significance analysis, and 

seamless handling of missing data.  

Before talking about the ANN and CNN model let’s discuss the activation functions and 

other parameters which have been used in those models. 

5.2.3 Activation Function 

An activation function in machine learning transforms non-linearity in the output of a 

neuron therefore allowing neural networks to learn and approximatively generate intricate 

patterns in data. Since it governs the information flow throughout the network, the 

activation function applied affects the performance, convergence rate, and correctness of 

a model.    

In my ANN and CNN model we had used 3 activation functions which are Rectified 

Linear Unit (ReLU), Exponential Linear Unit (ELU) and SoftMax. Below are some of 

the brief descriptions of those functions: 

5.2.3.1 Rectified Linear Unit (ReLU) 

To provide non-linearity into neural networks, deep learning makes great use of the basic 

and efficient ReLU activation function. It is defined as: 

𝑅𝑒𝐿𝑈(𝑥) = max (0, 𝑥) 

Here 𝑥 is the input. If the input is positive, the ReLU function outputs it straight; else, it 

returns zero. ReLU is especially fit for deep networks since this feature lets it escape the 
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vanishing gradient issue that influences other activation functions such Sigmoid and Tanh 

[24]. 

5.2.3.2 Exponential Linear Unit (ELU) 

Common in machine learning for solving gradient vanishing and bias shifts in ANNs, the 

ELU activation function is applied here. It is defined as: 

𝐸𝐿𝑈(𝑥) =  {
𝑥                              𝑖𝑓 𝑥 > 0,

𝛼(𝑒𝑥 −  1)             𝑖𝑓 𝑥 ≤ 0
 

Here, 𝛼 is a hyperparameter that controls the saturation for negative inputs. This structure 

is efficient in preserving the flow of information across the network and increasing model 

learning capacity since ELU keeps non-zero gradients for negative inputs [25]. 

5.2.3.3 SoftMax 

In machine learning, especially in multi-class classification problems, the SoftMax 

activation function is extensively applied since it converts neural network outputs into a 

probability distribution over several classes. By exponentiating each output and 

normalizing it with the sum of all exponentiated outputs, SoftMax generates probability 

for every class that sums to one. This feature allows us to perceive predictions as 

probabilities; hence it is perfect for output layers in classification systems [26]. The 

function is defined as: 

𝑆𝑜𝑓𝑡𝑀𝑎𝑥(𝑧𝑖) =  
𝑒𝑧𝑖

∑ 𝑒𝑧𝑗𝑛
𝑗=1
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Here 𝑧𝑖 is the logit for class 𝑖, and 𝑛 is the total number of classes. 

Now we will talk about the other three parameters which are Kernel Regularizer and 

Kernel Initializer or Weight Initializer and Loss Function. 

5.2.4 Kernal Regularization 

A kernel regularization is a machine learning method used to help prevent overfitting in 

models by incorporating a regularizing term in the loss function punishing high weights 

in the kernel (weight matrix) of a neural network layer. Usually used are regularizing 

techniques including L1, L2 (Ridge), or both (Elastic Net). Keeping the kernel weights 

small helps the regularization term—which influences the total cost function—to 

encourage the model to learn simpler patterns, hence improving generalization on 

unknown input. A study by Jiang et al. 2020 said that, by limiting the impact of high-

complexity kernels, regularization improves the stability and performance of models, 

especially in high-dimensional feature spaces [27]. 

In my CNN and ANN models, we had used Elastic Net. 

5.2.4.1 Elastic Net or L1 L2 Regularization 

Elastic Net regularization is the result of combining L1 and L2 regularization. It provides 

a more reliable method of managing overfitting in machine learning models by 

combining the advantages of L1 (Lasso) and L2 (Ridge) regularization approaches. 

• To promote sparsity, L1 regularization applies a penalty that scales with the 

absolute value of the model's coefficients. By zeroing some of the coefficients, 

this essentially does feature selection.  

• The coefficients are uniformly shrunk but not necessarily driven to zero by L2 

regularization, which applies a penalty equal to the square of the coefficients. 
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The Elastic Net regularization combines L1 and L2 penalties in the loss function, 

therefore integrating these two techniques: 

𝐸𝑙𝑎𝑠𝑡𝑖𝑐 𝑁𝑒𝑡 𝐿𝑜𝑠𝑠 = 𝐿𝑜𝑠𝑠 + 𝜆1 ∑ |𝑤| + 𝜆2 ∑ 𝑤2 

Where 𝜆1 and 𝜆2 are the regularization strengths for the L1 and L2 penalties, 

respectively, and 𝑤 represents the model’s coefficients. This approach is effective for 

feature selection, especially when variables are highly collinear, making it a versatile 

method in predictive modeling [28]. 

5.2.5 Kernel Initializer 

In machine learning, a kernel initializer is the process of initial weight (or kernel) setting 

for a neural network before training. The initial choice influences the rate of convergence 

and the likelihood of avoiding issues including the disappearing or extending gradient 

problem, so influencing the training process. 

Although there are other kinds of kernel initializers, Glorot (Xavier) Initializer, He 

Initializer, Glorot Uniform Initializer etc. is one of the common ones. Glorot Uniform 

Initializer was the choice we made in our ANN and CNN models since it aids in the 

activation function's prevention of gradient vanishes. 

Now we will go over the Glorot Uniform Initializer: 
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5.2.5.1 Glorot Uniform Initializer 

By avoiding the disappearing or expanding gradient issues, the Glorot Uniform 

Initializer, also called the Xavier Uniform Initializer, is a weight initialization method 

intended to enhance deep neural network training. A neural network layer's weights are 

initialized by selecting samples from a uniform distribution that falls within the range: 

𝑊 ~ 𝑈(𝑎, 𝑏) = (−
√6

√𝑛𝑖𝑛 + 𝑛𝑜𝑢𝑡

,
√6

√𝑛𝑖𝑛 + 𝑛𝑜𝑢𝑡

) 

Here 𝑊 represents the weight matrix, 𝑛𝑖𝑛 is the number of inputs, 𝑛𝑜𝑢𝑡 is the number of 

outputs, 𝑈(𝑎, 𝑏) is a uniform distribution between 𝑎 and 𝑏. 

5.2.6 Loss Function 

A loss function is an essential component of DL and ML since it measures the 

discrepancy between the target values and the model-generated projected values. 

It evaluates the performance of the model and provides a basis for training optimization. 

Minimizing the loss function will help the model to learn from its errors and 

progressively raise its accuracy. From classification to regression, loss functions are 

fundamental for many projects since they direct the learning process by means of 

parameter modifications in every training cycle [29]. There are different kinds of loss 

function which are Mean Squared Error (MSE), Mean Absolute Error (MAE), 

Categorical Cross Entropy etc. For my ANN and CNN models we had used Categorical 

Cross Entropy. we will discuss about this loss function below: 

5.2.6.1 Categorical Cross Entropy 

Categorical cross-entropy loss is one often used loss function for multi-class 

classification problems. Representing the real label as a one-hot encoded vector gauges 
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the difference between the expected probability distribution of classes generated by a 

model and the actual distribution. The following is the formula for categorical cross-

entropy loss: 

𝐿 =  − ∑ 𝑦𝑖log (𝑝𝑖)

𝑐

𝑖=1

 

where 𝑐 is the number of classes, 𝑦𝑖 is the binary indicator (0 or 1) if class label 𝑖 is the 

correct classification, and 𝑝𝑖 is the predicted probability for class 𝑖. The negative log 

likelihood of the right class probabilities is known as categorical cross-entropy, and it 

improves learning results by imposing a bigger penalty for confident but incorrect 

predictions [30]. 

Now we will discuss the structures of ANN and CNN model. 

5.2.7 Artificial Neural Network (ANN) 

Motivated by the biological neural networks observed in the human brain, a 

computational model frequently referred to as an ANN Applied to challenging tasks 

including pattern recognition, regression, classification, and more, artificial intelligence 

(AI) and machine learning Every node in an artificial neural network (ANN) replicas the 

activity of real neurons by consuming data, processing it, and sending the outputs to the 

layer above. ANNs are made from layers of linked nodes, that is, neurons. The structure 

of our ANN model is shown below: 
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Fig 10: Artificial Neural Network Structure 

The above architecture details the following: an input layer, three hidden layers, with 

each layer including a dense layer, a batch normalization layer, an activation layer using 

the ELU activation function, and a dropout layer. Furthermore, one dense layer, one 

batch normalization layer, and one activation layer with the SoftMax activation function 

make up the output layer of my artificial neural network model. 

5.2.8 Convolutional Neural Network (CNN) 

Designed largely for processing structured grid-like input, such images and videos, a 

CNN is a particular type of deep learning neural network. CNNs are well appropriate for 

jobs including picture classification, object detection, and facial recognition since they 

are rather good in spotting patterns and extracting hierarchical features from data. Our 

dataset is one-dimensional; hence we had employed 1D convolutional layers in the model 

even though my work is not image classification nor object recognition, we wanted to 

observe how the model works. The structure of my CNN model is shown below: 
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Fig 11: Convolutional Neural Network Structure 

There is an input layer, 1 convolution block which is a combination of a convolutional 

layer, an activation layer with the ReLU activation function, a pooling layer with Max 

Pooling and a dropout layer. Furthermore, there is also one flatten layer, a hidden layer 

with the ReLU activation function, and an output layer with the SoftMax activation 

function after the convolutional blocks. 

5.3 Model Evaluation and Discussion 

Model evaluation is the process of assessing, on a given job, applying numerous criteria 

and techniques, the performance of a trained model. This is a crucial aspect defining the 

model's performance for the intended usage and degree of generalizing capacity to fresh 

data. Model assessment guides one to select the optimal model, adjust hyperparameters, 

and identify any problems including underfitting or overfitting. 

We have evaluated our models based on 4 different scales: Precision, Testing Accuracy, 

F1 Score and Recall. Below are some brief descriptions of those metrics: 

 

 



 

42 
 

5.3.1 Accuracy 

In ML or DL, accuracy is a performance metric used to show, in respect to all the 

predictions a classification model generates, how many right predictions it generates. Its 

definition consists as follows: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐶𝑜𝑟𝑟𝑒𝑐𝑡 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
=  

𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

Here, 

 TP (True Positive): Correctly predicted positive observations 

 TN (True Negative): Correctly predicted negative observations 

 FP (False Positive): Incorrectly predicted positive observations 

 FN (False Negative): Incorrectly predicted negative observations 

Accuracy offers a clear evaluation of general correctness in multi-class and binary 

classification tasks; yet, it can be limited in imbalanced datasets, in which case alternate 

measures such as precision, recall, or F1-score could be more useful [31]. 

5.3.2 Precision 

The proportion of actual positive predictions among all the predicted positive cases is 

known as precision. Here is the precision formula: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

Here, 

 TP (True Positive): Correctly predicted positive observations 

 FP (False Positive): Incorrectly predicted positive observations 

When the cost of false positives is significant, precision is especially important since it 

shows how well the model can correctly identify pertinent events without over-predicting 
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positives [32]. 

5.3.3 Recall 

Recall also goes under the name sensitivity or true positive rate, a ML or DL statistic 

measuring a model's accuracy in spotting positive events. One definition of it is the ratio 

of genuine positive forecasts to the overall count of real positive cases or the sum of false 

negatives and true positives. The computation of recall follows this formula: 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

Here, 

 TP (True Positive): Correctly predicted positive observations 

 FN (False Negative): Incorrectly predicted negative observations 

It is crucial in fields like medical diagnosis or fraud detection, because overlooking 

pertinent cases (false negatives) could have major repercussions even if determining all 

important events depends on this [33]. 

5.3.4 F1-Score 

One way to measure a model's efficacy in ML/DL is with the F1-score, which takes 

precision and recall into account. It provides a mix between the two metrics and shines in 

situations where class distributions aren't uniform or where false positives and negatives 

matter a lot. The F1-score computation equation is: 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 × 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
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Here, 

Precision: Precision is the percentage of real positives to all expected positives. 

Recall: The ratio of all actual positives to true positives is called recall. 

When a balance between precision and recall is crucial, like in medical diagnostics or 

fraud detection chores, the F1-score is especially helpful [34]. Below are the graphs of 

average Accuracy, Precision, Recall and F1 Score of our four model: 

Fig 12: Bar Graph of Accuracy, Precision and Recall for Multi-Class Classification 
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From the above graphs we are seeing that XGBoost, Random Forest, CNN and ANN 

have 99.42%, 92.51%, 76.29% and 77.5% of average accuracy respectively. On the other 

hand, in precision bar graph XGBoost, Random Forest, CNN and ANN have 99%, 94%, 

93.50% and 95.2% of average precision respectively. Furthermore, in the recall bar graph 

XGBoost, Random Forest, CNN and ANN have 99%, 93%, 53.33% and 59.2% of 

average recall respectively. In the F1 Score graph we are also seeing that XGBoost, 

Random Forest, CNN and ANN have 99%, 93%, 67.90% and 73% of average F1 Score 

respectively. 

Now we will discuss the loss curves of the four models. 

 

Fig 13: Loss curve of Extreme Gradient Boosting for Multi Class Classification 

For the loss curve of Extreme Gradient Boosting (XGBoost) we are seeing that initially 
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the loss was around 0.35 but gradually it has decreased and when the training end in 29th 

epoch the loss for both validation and training was close to 0 and we also see that as we 

are using early stopping it only took 29 epochs to finish the training. And both of the 

validation and training curves are smoothly converging with no fluctuation or spikes like 

there is no point when training curve is improving, and validation curve is not which tells 

us that there is no overfitting. 

 

Fig 14: Loss curve of Artificial Neural Network for Multi Class Classification 

For ANN the training and validation loss starts from between 4.0 to 4.5 and gradually 

decreases to its global minima which is around 0.5. We are also seeing that the curves are 

converging smoothly and also there is no sign of overfitting.  
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Fig 15: Loss curve of Convolutional Neural Network for Multi Class Classification 

For CNN the training and validation loss starts from around 14 and gradually decreases to 

global minima of around 1. We are also not seeing any spikes or fluctuation in the curve. 

Moreover, there is also no sign of overfitting. 

We also have compared our results with one of the research works [15] which is 

discussed in related works. Below is the comparison: 

Model Name Papers Testing 

Accuracy 

Precision Recall F1 Score 

 XG Boost Paper [15] 

Ours 

98.89 

99.42 

98.93 

99 

98.89 

99 

98.89 

99 

Random 

Forest  

Paper [15] 

Ours 

98.54 

92.51 

98.54 

94 

98.5 

93 

98.5 

93 

CNN Paper [15] 

Ours 

N/A 

76.29 

N/A 

93.50 

N/A 

53.33 

N/A 

67.90 

ANN Paper [15] 

Ours 

N/A 

77.50 

N/A 

95.20 

N/A 

59.20 

N/A 

73 

 

Table 2: Model Comparison Table for Multi Class Classification 



 

48 
 

From the above table we are seeing that for XGBoost model our model got 99.42%, 99%, 

99% and 99% Accuracy, Precision, Recall and F1 Score respectively whereas the same 

model from another paper got 98.89%, 98.93%, 98.89% and 98.89% Accuracy, 

Precision, Recall and F1 Score respectively. 

On the other hand, for Random Forest our model got 92.51%, 94%, 93% and 93% 

Accuracy, Precision, Recall and F1 Score respectively whereas the same model from 

another paper got 98.54%, 98.54%, 98.5% and 98.5% Accuracy, Precision, Recall and F1 

Score respectively. 

Furthermore, we are seeing that in our work we had applied CNN and ANN models, but 

we didn’t find any data regarding the ANN and CNN model in the other paper. 

5.4 Chapter Conclusion 

After all the analysis in conclusion we can say that in our work Extreme Gradient 

Boosting (XGBoost) is working better than other three models and also it is finishing the 

training process faster than other models because it is taking around 30 epochs to do it 

whereas ANN and CNN model took more epochs to finish the training even if we are 

using early stopping. On the other hand, from the comparison table we are seeing that our 

XGBoost model is working better than the model from the other paper because our 

Accuracy, Precision, Recall and F1 Score of this model are 0.53%, 0.07%, 0.11%, 0.11% 

higher than the model from the other paper which is a significant improvement. 
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CHAPTER 6 

BINARY AND MULTI CLASS CLASSIFICATION USING HYBRID MODELS 

6.1 Chapter Background 

In this part we will discuss the tools applied for binary and multi class classification with 

hybrid models. We have integrated different machine learning models into two different 

hybrid models where one is for binary, and another one is for multi class classification. 

Python is the programming language which we have picked since the libraries are too 

abundant for this type of task and it is simple to operate. For the libraries we had 

consulted to create and train the models Scikit Learn. 

In the next sections we will talk about these methods and the results we have got. 

6.2 Methodologies 

We had proposed 2 different hybrid models which use voting for classification. In these 

two models we had combined XGBoost, RF, SVM and KNN for binary classification and 

had combined RF, XGBoost and AdaBoost for multi class classification. In the next 

sections we will talk briefly about these methods. 

6.2.1 Random Forest 

Random Forest is one of several ensemble methods of machine learning that offer a 

versatile approach, suitable for both regression and classification. The mode of the 

classes used for classification tasks can be generated by training with a large number of 

decision trees. This method makes random forests quite successful for both 
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classification and regression project and helps to lower overfitting [35]. 

6.2.2 Extreme Gradient Boosting (XGBoost) 

Considered a subset of ensemble learning and a machine learning method included into 

the gradient boosting framework is extreme gradient boost boosting (XGBoost). 

Beginning with simple learners, decision trees regularization methods help to increase 

model generalization. XGBoost is clearly computationally efficient; it offers good 

processing, perceptive feature significance analysis, and smooth management of missing 

data. In a study Chen et al. said that “Especially in problems with complicated data 

linkages, XGBoost can reach state-of-the-art performance by means of this sequential 

boosting with regularization approach.” [36] 

6.2.3 K-Nearest Neighbor 

Using a distance metric, typically Euclidean distance, the KNN algorithm classifies data 

points according to the majority label of their nearest neighbors; it finds extensive use in 

non-parametric machine learning tasks like regression and classification. Although KNN 

is computationally heavy for big datasets since it must compute distances for every query 

point, it is popular for its ease of use and effectiveness in uses including pattern detection 

and recommendation systems [37]. 

6.2.4 Support Vector Machine 

SVM is a supervised ML method for regression and classification tasks, typically with a 

focus on classification. SVM improves the generalizing capacity of a model by finding an 

ideal hyperplane that maximizes data points from many classes. This is achieved by 

maximizing the margin, that is, the distance separating the hyperplane from the closest 

support vector from every class [38]. 
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6.2.5 AdaBoost 

Combining several weak classifiers, the AdaBoost (adaptive boost) algorithm is an 

ensemble learning method producing a strong classifier with better accuracy. AdaBoost 

strengthens the general prediction performance of the model by iteratively changing the 

weights of training data, hence focusing on the samples that past classifier misclassified. 

This method especially helps to raise classification accuracy in many different fields [39]. 

6.2.6 Hybrid Voting Classifier 

In machine learning, a hybrid model is combining several methods or models to improve 

predicted accuracy and robustness which is based on voting. In these hybrid systems, 

voting functions as a consensus process whereby every model vote on the forecast result, 

and the final choice is determined depending on a weighted or majority voting system. 

Particularly useful in classification problems, voting-based hybrid algorithms use the 

different capabilities of several models to manage heterogeneous and complex data, 

hence improving prediction accuracy [40]. 

Now we will talk about the evaluation metrics and results. 

6.3 Evaluation and Discussion 

We have evaluated my models based on 4 different scales such as F1-Score, Accuracy, 

Precision and Recall. Below are some brief descriptions of those metrics: 

6.3.1 Accuracy 

In ML or DL, accuracy is a performance indicator that illustrates how many correct 

predictions it generates. 
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6.3.2 Precision 

Precision is defined as the ratio of true positive predictions to the total number of positive 

cases projected. 

6.3.3 Recall 

Recall is another machine learning or deep learning statistic gauging a model's accuracy 

in recognizing positive occurrences; sensitivity or true positive rate is another name for 

recall.  

6.3.4 F1-Score 

Combining accuracy and recall, the F1-score presents a single assessment of the 

performance of a model. Presenting a decent balance between the two metrics, memory's 

harmonic mean is accuracy's counterpart. 

Now we will discuss the bar graphs of these metrics for my binary and multi class 

classification hybrid models. 

 

Fig 16: Evaluation of Hybrid Models for Binary and Multi Class Classification 



 

53 
 

From the bar graph of model evaluation for binary classification showing that the 

Accuracy, Precision, Recall and F1-Score are 99.98%, 99.98%, 99.96% and 99.9% 

respectively which is very high. On the other hand, the bar graph of model evaluation for 

multi class classification showing that the average Accuracy, Precision, Recall and F1-

Score are 99.02%, 99%, 99% and 99% respectively which is also high. 

Now we will talk about the accuracy curve of these two hybrid models. 

 

Fig 17: Hybrid Voting Classifier Accuracy Curve for Binary Classification 

From the above accuracy curve of hybrid model for binary classification showing that, 

the training and validation accuracy started from around 99% to 99.2% and it gradually 

increased to around 99.9%. It also shows that there is no spike in the graph so both the 

validation and training curve are converging smoothly. Moreover, the validation accuracy 
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curve is not going downwards at any point so there is no sign of model overfitting. 

 

Fig 18: Hybrid Voting Classifier Accuracy Curve for Multi Class Classification 

The above accuracy curve for the multi class classification shows that the validation 

accuracy started from around 40% but the training accuracy started from 99%. Gradually 

after so many training iterations the validation slowly climbs to the accuracy of around 

99%. The graph also shows that there is no spike in the validation or training curve, so it 

is converging smoothly, also, there is no point when the validation accuracy started to 

decrease comparing to the training accuracy so there is no sign of model overfitting. 

Now we will compare these models with two of the research work [5] [15] which was 

described briefly in the literature review. 
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Model Name Papers Testing 

Accuracy 

Precision Recall F1 Score 

Random 

Forest  

Paper [5] 95 59 44 50 

Hybrid Ours 99.98 99.98 99.96 99.9 

 

Table 3: Comparison Table of the Hybrid Model for Binary Classification 

Model Name Papers Testing 

Accuracy 

Precision Recall F1 Score 

XG Boost Paper [15] 98.89 98.93 98.89 98.89 

Hybrid Ours 99.02 99 99 99 

 

Table 4: Comparison Table of the Hybrid Model for Multi Class Classification 

The first comparison table of binary classification showing that in the paper [5] that we 

choose to compare my hybrid model worked with standalone random forest model and 

got Accuracy, Precision, Recall and F1-Score of 95%, 59%, 44% and 50% respectively 

and this was the best model of that work but from my hybrid model we got Accuracy, 

Precision, Recall and F1-Score of 99.98%, 99.98%, 99.96% and 99.9% respectively 

which is 4.98%, 40.98%, 55.96% and 49.9% higher respectively on those evaluation 

metrics. 

On the other hand, the second comparison table of multi class classification showing that, 

in paper [15] they had chosen XGBoost as their best model and got Accuracy, Precision, 

Recall and F1-Score of 98.89%, 98.93%, 98.89% and 98,89% respectively but from my 

hybrid model we got Accuracy, Precision, Recall and F1-Score of 99.02%, 99%, 99% 

and 99% respectively which is 0.13%, 0.07%, 0.07% and 0.07% higher respectively on 

those evaluation metrics. 
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6.4 Chapter Conclusion 

After analyzing the bar graphs of the evaluation metrics and the comparison table in 

conclusion we can say that my hybrid models for multi class and binary classification are 

performing better than the standalone models which is used for comparison. Moreover, 

standalone models have some limitations for which sometimes they don’t work better for 

complex dataset like IoT23 and as hybrid models combine the power of multiple models 

which is crucial for complex dataset so from this perspective, we can say that using 

hybrid models is a better approach for tackling classification tasks using complex 

datasets.
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CHAPTER 7 

CONCLUSION AND FUTURE WORKS 

7.1 Conclusion 

This article examined the application of deep learning and machine learning models with 

multi-class and binary classifiers for intrusion detection in IoT networks using the IoT23 

dataset. Standalone ML models such as Random Forest, XGBoost, K-Nearest Neighbors, 

Support Vector Machine, and standalone deep learning models such as Convolutional 

Neural Network and Artificial Neural Network were evaluated for the performance. 

Furthermore, two voting based hybrid models have also been created. For binary 

classification K-Nearest Neighbor, XGBoost, Random Forest, and Support Vector 

Machine were combined; and for multi class classification, XGBoost, RF, and AdaBoost 

were combined.  

Lastly, from the observed results it is deduced that for binary classification XGBoost is 

giving 98.9%, 98.5%, 98.7% and 98.9% Accuracy, Precision, Recall and F1-Score, 

respectively and for multi class classification it is giving 99.42%, 99%, 99%, 99% of 

Accuracy, Precision, Recall and F1-Score, respectively which is better than the models 

used for comparison from paper [5] and [15]. On the other hand, for hybrid models, they 

are giving 99.98%, 99.98%, 99.96% and 99.9% Accuracy, Precision, Recall and F1-

Score, respectively for binary classification and for multi-class classification it is 
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giving 99.02%, 99%, 99%, 99% Accuracy, Precision, Recall and F1-Score, respectively, 

which are also better than the models from those reference papers which are mentioned 

before. So, as a summary Extreme Gradient Boosting (XGBoost) and hybrid models for 

binary and multi-class classification are the best models for this classification task. 

7.2 Future Work 

Several paths of future research are suggested to progress the capabilities of intrusion 

detection systems (IDS) in Internet of Things networks. First of all, hyperparameter 

tuning and feature engineering show great potential to maximize model performance. 

Deep learning (DL) and machine learning (ML) models could benefit from advanced 

feature selection approaches like particle swarm optimization or evolutionary algorithms 

by enhancing signal clarity and decreasing noise. For resource-constrained Internet of 

Things (IoT) systems to provide real-time intrusion detection, these enhancements may 

be required to generate models with higher computational efficiency. 

Secondly, it might be investigated to improve the performance of the hybrid model by 

means of advanced ensemble methods such weighted voting and stacking. In multi-class 

intrusion detection activities, ensembles can perhaps attain better accuracy and reduced 

false positive rates by giving model-specific weights depending on performance criteria. 

Adaptive learning models and semi-supervised learning techniques are still under 

investigation in another sense. These methods let models constantly change to fit new 

kinds of attacks, hence strengthening resilience against changing cyberthreats. Without 

requiring large-scale labeled data, semi-supervised learning and reinforcement learning 

approaches could help IDS to better detect abnormalities or unknown attack paths. 

Furthermore, as the field of IoT is quite broad and different devices have varied 
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behaviors thus, the implementation of transfer learning will enable a model which can be 

trained in one dataset and can be adopted in different datasets or situations. 

Finally, implementing these models in actual Internet of Things systems would offer 

insightful analysis of their scalability and useful efficacy. Testing in several IoT 

configurations, including smart cities, industrial IoT, and home automation, could draw 

attention to model resilience and flexibility in many contexts. Real-world implementation 

would also help research of computational trade-offs and possible model improvements 

required for high performance in Internet of Things systems.
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