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Abstract

Accurate forecasting of medical service requirements is an important big data problem that is crucial for
resource management in critical times such as natural disasters and pandemics. With the global spread of
coronavirus disease 2019 (COVID-19), several concerns have been raised regarding the ability of medical
systems to handle sudden changes in the daily routines of healthcare providers. One significant problem
is the management of ambulance dispatch and control during a pandemic. To help address this problem,
we first analyze ambulance dispatch data records from April 2014 to August 2020 for Nagoya City, Japan.
Significant changes were observed in the data during the pandemic, including the state of emergency (SoE)
declared across Japan. In this study, we propose a deep learning framework based on recurrent neural
networks to estimate the number of emergency ambulance dispatches (EADs) during a SoE. The fusion
of data includes environmental factors, the localization data of mobile phone users, and the past history
of EADs, thereby providing a general framework for knowledge discovery and better resource management.
The results indicate that the proposed blend of training data can be used efficiently in a real-world estimation
of EAD requirements during periods of high uncertainties such as pandemics.

Keywords: Deep learning, long short-term memory (LSTM), COVID-19, emergency ambulance dispatch
(EAD)

1. Introduction pandemic. The outbreak of the infectious coronavirus

disease 2019 (COVID-19) was reported in China in

An ambulance is one of the most important health-
care tools providing an essential life-saving role on a
daily basis. The management and location of the
ambulance dispatch center are known to reduce the
rate of fatalities, particularly during a national emer-
gency caused by a natural disaster or wide-spread
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2019 [1], and the disease spread throughout the globe
during the early months of 2020. Owing to its fast
and significant spread, a recognized collapse in medi-
cal systems and shortages of medical equipment have
been reported in several countries [2-4]. Clinical
symptoms of COVID-19 include fever, cough, and
difficulty breathing, which are not radically different
from those of other seasonal infections in their early
stage [5], which increases the challenge for the accu-
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rate diagnosis and treatment. To prevent virus infec-
tion at hospitals, an early pandemic protocol was con-
sidered [6]. Emergency service management should
be included in this protocol. Later on, a guidance
for health worker infection prevesion was relased by
World Health Organization (WHO) [7]. Paramedics
have also suffered from the spread of this novel virus;
thus, a more careful management than usual is re-
quired [8-10].

In Japan, the first state of emergency (SoE) was
declared nationwide on April 16, 2020, and was re-
voked on May 25, 2020. Note that, during this pan-
demic, a complete closure policy was not adopted in
Japan, but rather a voluntary segregation and seclu-
sion with community cooperation was applied. Dur-
ing the SoE, outdoor activities were reduced, particu-
larly in common crowded regions such as major train
stations. From April 18, 2020, NTT Docomo, Inc. (a
mobile phone operator in Japan) started to provide
publicly available data on activities based on the user
locations of mobile phones or smartphones in major
traffic stations nationwide.

The careful management of healthcare infrastruc-
ture is required for fair allocation and usage especially
where these resources are limited [11]. Owing to a
lack of data on ambulance services in such a pandemic
era, it was unclear how many allocations were needed
for ambulances, including the number of emergency
ambulance dispatches (EADs) and special require-
ments for additional processes, such as disinfection
after the transport of potentially positive cases. The
open questions here are i) how accurate EAD fore-
casts can be when applying environmental factors,
ii) how the changes caused by abnormalities such as
a SoE during a pandemic should be handled, and iii)
what are the main reasons for such changes, includ-
ing the relationship with human activities? If such
information is made available, additional measures
for ambulance management can be implemented. For
example, it will be possible to strictly limit the use
of certain ambulance units for potential COVID-19
patients.

This study first analyzed EAD data recorded from
April 1, 2014, to August 18, 2020, in Nagoya City,
Japan. This analysis has led to a high-quality esti-
mation of the number of EADs based on data gath-
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Figure 1: Map of Japan with Aichi prefecture and Nagoya City
highlighted.

ered before the COVID-19 era using machine learn-
ing approaches. A comparison of the estimated and
actual EADs observed during the pandemic clarifies
the differences caused by the COVID-19 outbreak. A
data analysis model can provide better understand-
ing of the potential approaches used to estimate the
number of EADs during a pandemic and calls during
a SoE. The main factor for this was also discussed
for potential future pandemics, including third waves
of COVID-19. To the best of the authors’ knowl-
edge, this is the first study that applies a deep learn-
ing approach to forecast the daily number of EADs
when considering environmental factors, even during
non-pandemic states. The main contributions of this
study can be summarized as follows:

e A machine learning architecture for accurate
EAD forecasting in urban areas from environ-
mental factors

o A trained long short-term memory (LSTM) net-
work for EAD estimation in Nagoya City, Japan,
with a potential extension to other regions based
on data availability



e The introduction of a new social factor (i.e., mo-
bile phone usage) that can be used to fine-tune
the EAD forecasting during a pandemic

2. Materials and methods

2.1. Study area and data source

Nagoya is a major city in Japan located in the cen-
tral region of Honshu Island (Fig. 1) with a popula-
tion varied from 2,272k to 2,316k (2014-2020), which
makes Nagoya the fourth largest city nationwide!.
All daily EAD data were collected by authorities at
the Fire Department of the City. Fig. 2 illustrates
the daily total number of EADs from April 2014 to
August 2020. The total number of EADs can be
thought of as a U-shaped plot with two annual peaks
during the summer and winter, which is highly asso-
ciated with upper and/or lower temperature peaks.
Weather data, including maximum and/or minimum
daily temperature and other related factors such as
humidity, were collected for Nagoya City from the on-
line resources of the Japan Meteorological Agency?.
We also processed data representing the variations
(in percentage) of people around the major trans-
port stations in Japan collected by the mobile ca-
reer NTT Docomo, Inc. and released on the web3:%.
These data were made available immediately after the
emergency declaration on April 18, 2020. Note that
the national market share of NTT Docomo is approx-
imately 36.9% (ranked first)®. The data are based on
the estimated statistical population generated from
mobile terminal network operational data [12].

2.2. Correlation with environmental factors

It is well known that the number of ambulance dis-
patches is related to the daily average ambient tem-
perature [13-19]. The effects of the daily maximum
and minimum ambient temperatures, as well as the
relative humidity, on the number of daily EADs are

Thttp://www.city.nagoya.jp (21 Aug. 2020)
2https://www.jma.go.jp/jma/indexe.html (21 Aug. 2020)
3https://mobaku.jp/covid-19/ (21 Aug. 2020)
4https://www.nttdocomo.co.jp (21 Aug. 2020)
Shttps://www.soumu.go.jp (2 Feb. 2021)

shown in Fig. 3. A common U-shape curve can be
observed at both the maximum and minimum tem-
peratures, whereas the relative humidity triggers a
slightly higher number of EADs within the middle
range. However, the effect of environmental factors
can be split into different patterns based on the cause
or illness corresponding to the EADs.

In addition, weekends and holidays are other fac-
tors that characterize human social activities. Fur-
thermore, the age of the population affects such ac-
tivities. The typical retirement age in Japan is cur-
rently approximately 60-65 years. In addition, an age
of over 65 is classified as elderly; thus, 65 years is used
as a reference value in this study. The former factors
were used as input for applying machine learning to
the data on the previous 5 years. The statistics are
applied for the populations younger and older than
65 years in age. The learning-based estimation is ap-
plied as a reference value for 2020 and then compared
with the observed value determined by the city fire
department.

2.3. Effects of the Covid-19 pandemic

Unexpected pandemics are known to cause exten-
sive requirements for medical care services and spe-
cial resource management [20]. From the data pre-
sented in Fig. 4, clearly, the number of EADs in 2020
is lower than that during the past 5 years. Figure 5
shows the number of EADs according to the maxi-
mum daily ambient temperature. Data were divided
into categories based on the pickup site (i.e., indoor or
outdoor). The normal pattern observed since April
2014 significantly changed during the pandemic, as
smaller numbers of dispatches were observed in both
location categories. A further reduction was also rec-
ognized during and after the first SoE (up to August
19). One potential reason for the reduction in EADs
during the pandemic is the change in social activi-
ties. However, there are several other factors such
as the enhanced hygiene [21] and avoiding the access
to medical facilities to prevent potential COVID-19
infection [22]. Tt is difficult to explicitly highlight the
main reason but it is likely a composition of many fac-
tors include the above mentioned ones. Even using
models that enable artificial intelligence (or machine


http://www.city.nagoya.jp/shisei/category/67-5-5-5-0-0-0-0-0-0.html
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https://mobaku.jp/covid-19/
https://www.nttdocomo.co.jp/utility/demographic_analytics/
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Figure 2: Daily total number of recorded EADs in Nagoya City from April 1, 2014 to August 19, 2020. Years are presented in

different colors.
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Figure 3: Correlation between the daily total EAD and the
maximum (left) and minimum (middle) temperatures and rel-
ative humidity (right) using data from April 1, 2014 to Decem-
ber 31, 2019.

learning), specific data patterns are challenging to es-
timate using models trained on data measured under
normal situations.

2.4. Recurrent Neural Network

Recurrent neural networks (RNNs) are a wide
range of network architectures that consider inter-
neuronal connections such that they formulate a
memory-like unit [23]. LSTM is a commonly used
class of RNN that performs well with long-term de-
pendencies (Fig. 6). To address this problem, we con-
sider an LSTM-based network architecture. Consider
a time-series data sample X = (x() x® . x(T)T
where x(*) = (xgt), xét), e ,acgt)) and xgt) is the mea-
surement of the ith variable at the tth time slot frame.
The computation within a single LSTM node can be
expressed as follows:

l(t) = J(me(t) + Wiss(til) + bz),
0 = 6(W,,x® + W, s 4 b)),

(1)
(2)

f(t) = U(szX(t) + Wfss(t_l) + bf),
m®" = ¢(Wox® + Wpes™D + b,,),
c® =t ot £it @mtD),

s — o @ g(c®),

where i®), o®, £ m® and s® represent the in-
put gate, output gate, forget gate, memory gate, and
node state values at time frame ¢ (here, day index),
respectively. W and b are the node weights (param-
eters) and bias matrices. o and ¢ are the sigmoid and
tanh functions, respectively. LSTM layers are trained
using time-series data to optimize the parameters for
future forecasting tasks.

The proposed architecture consists of two LSTM
layers (with 50 and 30 nodes) and a three fully con-
nected (FC) layers (with 300, 100 and K nodes). The
input data vector contains the daily based maximum
ambient temperature, average relative humidity, and
a binary label that identifies working days from non-
working days (weekends or national holidays). The
network output is a K nodes representing the number
future days to be predicted. The network parameters
(W) and bias (b) are initialized with zero matrices.
In addition, the Adam algorithm [24] is used for data
fitting during training along with the cross-entropy
loss function and automatically estimated learning
rate. The network architecture was implemented us-
ing Wolfram Mathematica ®) ver. 12.1 on a worksta-
tion with four Intel ® Xeon CPUs running at 3.60
GHz, with 128 GB of memory and three NIVIDIA
GeForce 1080 GPUs.
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Figure 4: Box plot of daily EAD calls during 2020 (January 1 to April 17, April 18 to May 25, and May 26 to August 19)
compared with the same time periods from 2015 to 2019. Top row is the percentage of daily AED per population and bottom
row is the AED numbers for elderly (age greater than 65 years) citizens. These time periods are before, during, and after the
first SoE declaration in Japan to mitigate COVID-19 pandemic. Right-side graph demonstrate the Nagoya city population.
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Figure 5: Ambulance dispatches in Nagoya City are associated
with the daily maximum ambient temperature for patients se-
lected based on their indoor and outdoor activities. (a) Plots
of all data measured during a normal state (April 2014 to De-
cember 2019). (b) and (c) plots of both normal (gray) and
after outbreak for indoor and outdoor calls, respectively. Data
and their regression curve with label (1) refer to (a). Regres-
sion curves with labels (2), (3), and (4) indicate the start of
the COVID-19 pandemic spread but prior to the first SoE dec-
laration (January 1, 2020, to April 17, 2020), during the first
SoE (April 18 to 25 May) and after the first SoE (May 26 to
August 19), respectively. The vertical scale is magnified.

3. Results

We investigated two scenarios that consider the
pre- and ongoing pandemic periods. The pre-
pandemic results are used to validate the feasibility
of the LSTM architecture in estimating the number
of daily EADs when considering the different cate-
gories and conditions. We further analyzed the effect
of the Covid-19 pandemic and demonstrated a fine-
tuning used to effectively handle bias factors result-
ing from such abnormalities. The forecast accuracy is
validated using the correlation coefficient (CC) mean
absolute error (MAE), which is defined as follows:

Y UV — YU Y Vs
VInYiui = (2 u)An s, vf - (X, E{%Q]’

CC(u,v) =

1 R
MAE(u,v) = - Z |Uzu7%| (8)

Here, v and v are m-size vectors representing the
real and estimated numbers of EADs, respectively.
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Figure 6: Left is the network architecture and right is the basic structure of a single LSTM node.

3.1. Daily EAD forecast during normal times (pre-
pandemic)

We consider data from April 1, 2014, to Decem-
ber 31, 2018, for training and 2019 data for testing.
The output is split into different categories consid-
ering the pickup location (indoor/outdoor) and age
categories: children (0 < age < 15), adult (15 < age
< 65), and elderly (age > 65). Training is consid-
ered through 500 epochs with a batch size of 8 sam-
ples. The results are presented in Fig. 7, and the
descriptive statistics and quality metrics are listed
in Table 1. It can be observed that elderly patients
are estimated to have the highest accuracy compared
with the other age categories. This may reflect the
high sensitivity of elderly citizens to changes in en-
vironmental factors. In addition, the indoor patients
can be estimated with a higher accuracy compared
with outdoor patients because outdoor EADs include
many cases that are unrelated to weather data such
as road accidents.

3.2. Daily EAD forecast during the pandemic

Under this scenario, we consider the data from
April 1, 2014, to December 31, 2019, as the train-
ing set and the data from January 1 to August 19,
2020, for testing. The network is trained similarly to
the first scenario setup; however, a significant error

is found as the number of EADs is significantly de-
creased in 2020 (Fig. 8). To overcome this problem,
the data on the mobile users’ location are included
as an additional input term. The available data pro-
vided by NTT around Nagoya’s main station (April
18 to August 18, 2020) are shown in Fig. 9 along with
profile of COVID-19 positive cases in Japan®. We as-
sume that the mobile phone usage is 100% during
January 2020 where other missing data were linearly
interpolated. Figure 8 shows the forecast results with
and without mobile data for different data groups.
We observed a significant improvement in the esti-
mation accuracy. Table 2 presents the descriptive
statistics and assessment metrics. These data clearly
demonstrate that mobile data usage as a surrogate of
social activities is useful in improving the forecasting
of EADs in different data groups. To clearly demon-
strate the forecast accuracy, a plot representing the
estimated number of daily EADs in association with
the daily maximum temperature and average rela-
tive humidity is shown in Fig. 10. Estimated data
are demonstrated with almost the same pattern in
both cases; however, including the mobile users’ lo-
cation data significantly reduces the error caused by
the abnormalities.

Shttps://www.mhlw.go.jp (21 Aug. 2020)
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Figure 7: Actual and estimated number of EADs during 2019 for (a) all groups and various age groups of (b) children, (c)
adults, and (d) the elderly, as well as the location groups of (e) outdoor and (f) indoor patients.



Table 1: Descriptive statistics and error metrics for different data groups estimated for year 2019.

[ Group [ Mean [Std. Error[Median[Mode[StDev[Kurtosis[Skewness[Range[Min[Max[ Sum [ CcC [MAE]
Al |Real[36L.06]  2.08 356 | 364 | 39.74 | 2.14 1.03 204 [ 24371537 [131,788] " T "
Est. [362.21| 1.02 351 | 350 | 36.71| 3.13 1.42 241 | 310 | 551 | 132,205 - :
i Real | 24.58 0.36 24 27 | 6.06 | 1.34 0.65 49 | 10 | 59 | 8,073
Children - o899 0.21 22 21 | 4.05 | 8.53 2.96 31 [ 17 | 48 | 8475 | 0284|0232
Real | 137.57] 0.97 135 | 124 | 1851 | 1.14 0.77 124 | 89 | 213 | 50,213
Adult e 3189 0.6 131 | 127 |12.14 | 6.92 2.39 88 115 203 | 49,235 | 0619|0083
Real | 198.91] 1.50 195 | 184 | 28.61 | 2.49 1.16 180 | 135 ] 324 | 72,602
Elderly e 20087 144 195 | 107 | 27.56 | -0.43 0.60 115 [ 154 [ 269 [ 73.316 | *672|0-091
Real | 57.83 0.66 57 57 ] 12.60 | 2.43 0.80 106 | 24 | 130 | 21,108
Outdoor g ——7631 0.35 56 55 | 6.63 | 8.20 T41 70 | 33 [ 103 [ 20,565 | 482 0-155
nd Real | 303.23] 1.89 207 | 301 | 36.02 | 2.11 1.18 228 [ 210 [ 447 [110,680] 0T a3
naoor Eet. (30250  1.74 205 | 275 | 33.17 | 2.14 121 221 | 243 | 464 | 110,413 :

Table 2: Descriptive statistics and error metrics for different data groups estimated with (Est.4) and without (Est.) mobile
data usage for year 2020.

[ Group [ Mean [ Std. Error [ Median [ Mode [ StDev [ Kurtosis [ Skewness [ Range [ Min [ Max [ Sum [ CcC [ MAE ]
Real |315.52 2.98 312 317 | 45.42 -0.14 0.48 217 | 217 | 434 | 73,200 - -
All Est. |370.99 1.98 366 337 | 30.09 | -0.63 0.57 126 | 328 | 454 | 86,069 |0.770 | 0.191
Est.+ | 315.84 2.81 304 312 | 42.81 -0.45 0.65 182 | 255 | 437 | 73,276 |0.910| 0.047
Real | 17.17 0.42 16 15 6.37 0.94 0.84 39 5 44 | 3,984 — —
Children | Est. | 24.71 0.21 24 24 3.20 0.38 0.82 16 19 | 35 | 5,733 | 0.003 | 0.698
Est.+ | 17.66 0.36 16 13 5.49 0.43 0.94 27 8 35 | 4,097 |0.905 | 0.140
Real |120.56 1.19 120 121 | 18.12 0.52 0.46 110 | 76 | 186 |27,970| - -
Adult Est. |138.18 0.98 132 127 | 14.87 4.76 2.08 79 125 | 204 |32,057[0.429|0.187
Est.+ | 120.59 0.98 120 117 | 14.97 0.38 0.54 76 95 | 171 | 27,976 |0.844 | 0.066
Real |177.72 1.99 171 166 | 30.29 0.53 0.85 172 114 | 286 | 41,232 - —
Elderly | Est. |199.33 1.62 190 180 | 24.65 -1.01 0.61 82 163 | 245 | 46,244 10.774 | 0.148
Est.+ | 182.11 1.78 177 181 | 27.18 0.51 0.76 143 | 135 | 278 | 42,250 | 0.895 | 0.065
Real | 49.46 0.81 49 60 12.30 0.48 0.33 71 21 92 11,474 - -
Outdoor | Est. | 55.15 0.49 54 51 7.53 0.51 0.54 43 34 | 77 [12,794]0.446 | 0.244
Est.4 | 50.66 0.64 50 49 9.77 1.06 0.45 62 29 91 |11,754(0.812]0.126
Real |266.06 2.65 261 265 | 40.38 | -0.02 0.61 191 | 185 | 376 | 61,726 | — -
Indoor Est. |307.67 1.68 302 285 | 25.65 -0.34 0.74 119 | 271 ] 390 | 71,380|0.796 | 0.175
Est.+ | 271.90 2.41 265 251 | 36.64 | -0.06 0.69 186 | 205 | 391 | 63,081 0.918 0.052
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Figure 8: Actual and estimated numbers of EADs in 2020 (January 1 to August 19) for (a) all groups and various age groups
of (b) children, (c) adults, and (d) the elderly, as well as location groups of (e) outdoor and (f) indoor patients. Estimations
that include mobile usage data provide more accurate results.
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Figure 9: Reduction rate of mobile users around Nagoya main station in year 2020 compared with the values measured in the
previous year. A reduction in usage shows a consistent regression lines with the data split into working and non-working days.
A reference curve in gray color demonstrate the number of daily positive COVID-19 cases during first and second waves in
Japan (line represents a 7-days average).

500
A Real
o & © } "
? © Estimated (w mobile data)
o

450 o Estimated (w/o mBbile data)

400
[=]
<
w
e
3]
5 350
2
£
S
2

300

250

200

5 10 15 20 25 30 35 40 30 40 50 60 70 80 90 100
Maximum temperature [°C] Relative humidity [%]
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including mobile usage data, improve the forecast accuracy.
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3.3. Contribution of different variables

To validate how different variables contribute to
the estimation of daily EADs, we conducted an abla-
tion study. The experimental data presented in Fig. 8
is repeated with exclusion of single variable each. We
consider exclusion of mobile usage data, maximum
temperature, average humidity and day label (work-
ing day/off day). The network is retrained with these
different set of variables and data of 2020 is estimated
for each case. Results are shown in Fig. 11 along
with box plots demonstrate MAE in each case. These
results demonstrate that training using all variables
leads to MAE of 4.70% and mobility data that rep-
resent a surrogate of social activities during the pan-
demic is the most dominant variable that increase
the MAE to 19.12% when excluded. Excluding tem-
perature, humidity and day label are of comparable
importance and lead to increase MAE to values of
8.44%, 7.66% and 8.04%, respectively.

3.4. Long-term forecasting

In some cases, it is required to have a long-term
forecasting that demonstrate data beyond just a sin-
gle day. The network architecture is designed to ex-
press estimation of K successive days. The training
session is repeated with different architectures with
K = 3,7,14 and 28 with all other parameters fixed
as those shown in Fig. 8 and the number of EADs
for 2020 is estimated once more. Figure 12 demon-
strate results obtained from different value of K. The
future K days are computed for each day from the
beginning of 2020. Therefore, each day is presented
with different values (1 to K). We demonstrate the
average, minimum and maximum estimated daily val-
ues. It is clear from these data, that a good estima-
tion can be achieved within small time period (e.g.
3 days), however, estimation error accumulates when
the estimation period extended further. This is clear
from the regions labeled with the dashed line ellipse
in Fig. 12. MAE associated with K = 3,7,14 and 28
is 7.32%, 7.79%, 8.02% and 8.46%, respectively.

4. Discussion

In this study, the numbers of people transported
by ambulance and based on population activities

11

were evaluated for the planning of the third wave
of COIVD-19 and future pandemics. As one notable
feature in Japan, the government did not lock down
the city, but requested people to apply voluntary con-
straints. Nagoya is a primal city in the third largest
area, following the Kanto (Tokyo) and Kansai (Os-
aka) areas, in Japan. In addition, ambulance use
is free in Japan; thus, the number of EADs corre-
sponds approximately to the real number of patients
who need such transport.

The number of patients transported by ambulance
during the state of the emergency was generally
smaller than that during previous years. This differ-
ence may be attributable to the significant reduction
in the activities of adults; the percentage of telework-
ing in Japan is normally approximately 1%, whereas
it was 30% in April 2020. As a discrepancy in the ac-
tivities of the population, teleworking became com-
mon around the city center but not in the suburbs.

Patients younger than 65 years in age should be
well correlated with the activities of the population
in the city center. Similarly, a reduction was observed
even in the elderly. We then demonstrated that envi-
ronmental factors such as the maximum temperature
and relative humidity can be used to estimate the
number of people transported by ambulance. Dur-
ing a pandemic, special care (e.g., disinfection) is re-
quired even for emergency services. During this par-
ticular pandemic, ambulances were disinfected when
transporting potential COVID-19 patients, at least
in Nagoya. Thus, resource management was critical
during the pandemic, and maintaining the number of
dispatches below a certain level has been essential.
During the pandemic, the number of patients trans-
ported was reduced by 20% at maximum, whereas
the amount of human activity around the central sta-
tion was suppressed by 80%. The findings here will
be useful to estimate or plan ambulance allocations.
The second SoE in Japan was declared active from
January 7 up to March 7, 2021 (tentative schedule).
The average daily mobility reduction rate in the first
and second SoEs” and the normal period in between
at Nagoya main station was 63%, 29.1% and 18.8%,

7data computed from January 8 to February 14, 2021
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Figure 11: Left is the actual and estimated number of daily EADs using (a) all data and when exclude (b) mobile usage, (c)
temperature, (d) humidity and (e) day label data. Right is the box plots demonstrate MAE for cases of (a)-(e).

respectively. This indicates the positive response of
public (in different scales) during emergency calls to
voluntarily reduce the social activities.

As a limitation of this study, the EAD data were
not classified into specific diseases, some of which
may be highly related to environmental factors (such
as heat stroke or respiratory system failure), whereas
others may not be related at the same level. However,
splitting the data and applying a further generaliza-
tion of the proposed model to handle this problem
may remain as a future study. Moreover, a compar-
ison with data obtained from different cities would
provide a better understanding of the outlined frame-
work.

The source code used in this study including
trained network will be provided publicly after pub-
lication.

5. Conclusion

This study investigated the correlation between en-
vironmental factors such as ambient temperature, ab-
solute humidity, and the daily number of EADs in
Nagoya City, Japan. Data collected from April 2014
indicate a good correlation that may be potentially
useful in future forecasting of required AED facilities
based on weather data. A machine learning frame-
work based on an LSTM network architecture was
used for time-sampled forecasting, and interesting re-
sults were shown within a normal state. This finding
presents for the first time an affordable method for

estimating the number of EADs with environmen-
tal factors using the LSTM architecture. Moreover,
a strong bias was recognized when forecasting the
number of EADs required during the COVID-19 pan-
demic. To handle this problem, additional data in-
dicating a reduction in mobile phone usage in major
crowded areas, such as train stations, were used as a
surrogate for the reduction of social activity during
the pandemic. Including these data can significantly
reduce the forecasting error during a time of uncer-
tainty, such as during unexpected pandemics.
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