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MEAN FIELD CONTROL PROBLEMS FOR VACCINE
DISTRIBUTION*

WONJUN LEE f, SITING LIUf, WUCHEN LI ¥, AND STANLEY OSHER'

Abstract. With the invention of the COVID-19 vaccine, shipping and distributing are crucial
in controlling the pandemic. In this paper, we build a mean-field variational problem in a spatial
domain, which controls the propagation of pandemic by the optimal transportation strategy of vaccine
distribution. Here we integrate the vaccine distribution into the mean-field SIR model designed in
[25]. Numerical examples demonstrate that the proposed model provides practical strategies in
vaccine distribution on a spatial domain.
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1. Introduction. The COVID-19 pandemic has affected society significantly.
Various actions are taken to mitigate the spread of the infections, such as travel
ban, social distancing, and mask-wearing. The recent invention of the vaccine yields
breakthroughs in fighting against this infectious disease. According to the media,
different vaccines, including Pfizer, Moderna, and Janssen (J&J) report that their
vaccines show approximately 66%-95% efficacy at preventing both mild and severe
symptoms of COVID-19. Therefore, the deployment of COVID-19 vaccines is an
urgent and timely task. Many countries have implemented phased distribution plans
that give the elderly and healthcare workers priority to get vaccinated. Meanwhile,
the shipping and distribution of the vaccine are expensive due to the cold chain
transportation. An effective distribution strategy is necessary to eliminate infectious
disease and prevent more death.

In this work, we propose a novel mean-field control model based on [25]. In our
model, there are two types of approaches (controls) that can be used to control the
pandemic: movement of populations and vaccine distribution strategy. The first one
has been discussed thoroughly in [25], where we address the spatial effect in pandemic
modeling by introducing a mean-field control problem into the spatial SIR model. By
applying spatial velocity into the classical disease model, the different populations
(susceptible, infected, and recovered) are moved accordingly hence controlling the
epidemic’s propagation. We considered several aspects of the vaccine in our model as
for vaccine distribution, including manufacturing, delivery, and consumption. With
limited vaccine supply, we aim at finding an optimal vaccine distribution strategy:
when and where to deliver? Our goal is to find a strategy to move the population
and distribute vaccines to minimize the total number of infectious, the amount of
movement of the people, and the transportation cost of the vaccine with limited
vaccine supply. To tackle this question, we ensemble these two controls and propose
the following constrained optimization problem:

min P ((pi, vi)ics, ) = Efinat (0i(T, iets.1,my) + Erunning ((pi, vi)ics, f)
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subject to
,,72
dps +V - (psvs) = —BpsK = pr + ?SAPS —bhpvps (t,x) € (0,T) xQ
2
dpr +V - (prvr) = BpsK * pr —ypr + %Apz (t,z) € (0,T) x Q2
2
opr+V - (proR) =Vp1 + %QAPR +01pvps (t,z) € (0,T) x Q2
owpv = f(t,x) — O2pvps (t,x) € (0,T") x Q
dpv +V - (pyvv) = —bapyps (t,x) € [T",T) x Q

and

0< f(t,2) < fraz (t,2) € [0,T] X Qfactory
f(t,l') =0 (t,,f[,') € [Oqu X Q\Qfactory
pv(t,r) < Ctactory (t,x) € [Oqu X Qtactory

In our model, different populations are described using p;,¢ € {S, I, R}, repre-
senting the susceptible, infectious, and recovered. The term py (x,t) describes the
density distribution of the vaccine over the spatial domain at location z and time
t. The control variables v;,i € {S,I, R} create a velocity field over time-space do-
main that move the corresponding populations. As for vaccines, the control variable
vy represents the vaccine’s transportation strategy, and the control variable f(¢,x)
describes how many vaccines are produced at a specific time and location. In the
optimization objective function, £fina represents the goal of our control to achieve
at the terminal time, such as minimizing the total number of infectious individuals
and maximizing the total number of recovered (immune) persons. & ynning represents
the running cost, including transportation of vaccines, movement of the different class
of the population, etc. We will discuss more details on the choice of the cost in the
modeling section. As for constraints of our optimization problem, the five partial dif-
ferential equations of p;,i € {S,I, R, V'} describe the dynamics of the different class
of population and vaccines in terms of density. The inequalities of f(¢,x) models the
limitation of vaccine manufacturing. The vaccine is only produced at some partic-
ular factory location & € Qf4ciory and a daily maximal rate of fr,q,. The dynamic
of the vaccine density py shares some similar aspects to the unnormalized optimal
transport[24]. Specifically, they both study the transportation of mass while there is
a source term that is creating mass.

Due to the multiplicative interaction terms : psK * pr,pr K * ps, pvps, the con-
strained optimization problem is non-convex. Hence we introduce Lagrange multipli-
ers to formulate it as an unconstrained optimization problem. However, it also intro-
duces a major computational challenge due to the high dimensionality of the problem
brought by the Lagrange multipliers. We handle it efficiently via a first-order Primal-
Dual Hybrid Gradient (PDHG) method. Specifically, we apply its variant, generalized
proximal (G-prox) PDHGJ[18], with a suitable choice of variable norms to achieve a
convergence rate independent of the finite-difference mesh size.

Lots of mathematical models are invented to predict the future of COVID-19
epidemics. Recently proposed models take more real-world situations into considera-
tions and tend to be more effective in quantitative forecasting. Specifically, there have
been studies on the impact of actions such as locked down, social distancing, wearing
a mask [11, 10, 14]. Data-driven approach and machine learning techniques are also
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integrated to estimate the parameters for the epidemic better and boost the prediction
of the trend of the pandemic model [30, 28]. Meanwhile, optimal control serves as
an important tool in pandemic control. They seek the optimal strategy to minimize
the total number of infected people while keeping some form of costs at a minimum.
There are work focus on mitigating the epidemic with limited medical supply, such as
ICU capacity [8], face masks [27] and vaccines [33, 16, 21, 26, 19]. In [19], an optimal
vaccine distribution strategy is proposed with a limited total amount of vaccines and
maximal daily supply. [26] first uses inverse problem to determine the parameters of
the SIR model. Then it formulates two optimal control problems, with mono- and
multi-objective, and solve for the optimal strategy of vaccine administration. Other
non-pharmaceutical interventions are also considered in the scope of optimal control
of epidemics, including social distancing, closing schools, and lockdowns [15, 20, 31].
[20] computes the optimal non-pharmaceutical intervention strategy based on an ex-
tended SEIR model with the absence of the vaccine. The mean-field control problem
can be viewed as a particular type of optimal control, where the control is applied to
an individual in terms of population density.

Mean-field game (control), introduced by [17, 23], describes the deterministic
(stochastic) differential games as the number of players tends to infinity, where a
given player interacts through the distribution of all players in the state-space. It is a
thriving research direction with applications in economics, crowd motion, industrial
engineering, and more, including epidemics [12, 3, 22]. Numerical methods are also in-
vented to obtaining quantitative information of such mean-field game(control) models,
especially when the state-space is in high dimensions [1, 2, 5, 29]. Multi-population
mean-field game(control) problems have also draw lots of attention [13, 9, 4]. This
type of problem studies the interactions in two levels: between agents of the same
population and between populations. Our model is indeed a multi-population mean-
field control problem, with population dynamic is described using reaction-diffusion
equations adopted from the SIR model. Here, our optimization’s constraints come
from two perspectives: the dynamic of each population and the density evolution of
vaccine, which are all described as continuity equations; the limited supply of the
vaccine. Therefore, we obtain a novel mean-field control problem.

The rest of the paper is organized as follows. In Section 2, we propose a novel
multi-population mean-field control model and explain how the population movement
and vaccine distribution are integrated into a constrained optimization problem. We
discuss, in Section 3, the challenges in numerically solving this mean-field control
model and propose a first-order primal-dual algorithm to solve it. We present numer-
ical experiments with different model parameter choices and discuss their implications
on mean-field controls in Section 4. In Section 5, we present concluding remarks and
discuss potential directions.

2. Models. In this section, we review the classical SIR, model. Based on it, we
formulate the spatial SIR dynamics with vaccine distribution, namely SIRV dynamics.
We then introduce a variational problem to control the SIRV dynamics.
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2.1. Classical SIR model. The SIR models an infectious disease epidemic via
an ordinary differential equation system
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The population is divided into three classes: susceptible, infected and recovered.
While assuming a closed population without births or deaths, the model uses S(t), I(t)
and R(t) to represent the number in each compartment at the time ¢. The SIR model
has two parameters: [ is the effective contact rate of the susceptible individual gets
infected; v is the recovery rate of the infected individual. The simplicity of this
model allows people to predict an infectious disease epidemic by only estimating a few
parameters. However, it has limitations by assuming the population is homogeneous-
mixing, which means that every individual has an equal probability of disease-causing
contacts. As a result, the predictions will lack spatial information and may not help
the (local) governments make policy or relocate medical resources. Therefore, we are
motivated to study the spatial SIR model. On the other hand, the SIR model does
not consider the latent period between when a person is exposed to a disease and
when he(she) becomes infected. This leads to the extension of the SIR model, such as
the SEIR model. Our proposed model has a flexible structure and can be generalized
to such pandemic models naturally.

2.2. Spatial SIR variational problem with vaccine distribution. In [25],
we add the spatial dimension to the S, I, R functions. Let Q C R? be a bounded
domain. Consider the following density functions

PSS, PI; PR * [O7T} X Q — [0700)

Here, pg, pr, and pr represent susceptible, infected, and recovered populations distri-
bution, respectively. We assume p; for each i € {S, I, R} moves over a spatial domain
Q with velocity v;. Here v;,i € {S, I, R} are our controls variables. With a change of
variable m; = p;v;,i € {S, I, R}, we define momentum vector fields

ms, mr,mg: [0,T] x Q — R?

that govern the corresponding density flows. In the following, instead of using control
variable v;, we replaced it with ml ,i € {S,1, R} and regard m; as the control variable.
We can describe the flows of the densities by the following continuity equations.

2
Ops +V -mgs=—PpsK xpr + %SAps
772
Oupr + ¥ -y = BprK + ps —ypr + < Apr

2
Opr+V-mp=ypr + %APR

pS(07 ')7 p1(07 ')7 PR(O7 ) are given.

This system of continuity equations describes the flows of three groups of densities
while satisfying the SIR model. The nonnegative constants n; (i € {S,I, R}) are the
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coefficients for viscosity terms and K = Kz is a symmetric positive definite kernel
with (K « p)(z,t) = [, Kxp(y,t)dy. In this model we consider the Gaussian kernel

d
1 1 wkyk|2>
Kz = — exp (— .
V/(2m)d kl;[l Ok 203

The kernel convolution describes the spreading rate of the infectious disease over the
spatial domain. In addition, we assume the Neumann boundary conditions on 0f).
Since we don’t consider birth or death in our model, the total population is conserved,
which leads to the following equality

0
a/ ps(t,ﬂf) +PI(t71') +pR(t,$)d$ =0,te [OaT]
Q

In this paper, we consider the optimization problem for the distribution of vac-
cines. We add an extra function py : [0,T] x 2 — [0, 00) which represents the vaccine
density in Q at each time ¢ € [0,7]. The PDE of the vaccine distribution will be
described as the following PDE:

atpV = f(t,$) - 92PVPS te (OaT/)

2.2
( ) Owpv +V-my = —Ospyps t€ [T’,T), 0<T <T.

where my : [T7,T) x Q — R is a momentum vector field, 6 represents the utilization
rate of vaccines and f : (0,7") x Q — [0, c0) represents the production rate of vaccines
inz e Qat 0 <t <T'. During 0 < ¢t < T’, the vaccines are produced with a
production rate of f and used at a rate of f2py pg. During 77 < t < T, the vaccines
are delivered to the area where the susceptible population is located, and they are
used at a rate of O3py pg. In summary, the first part of the PDE describes vaccines’
production, and the second part describes the delivery of vaccines. For all time
0 < t < T, the susceptible population are vaccinated if the vaccines are available in
the same area. Now we are ready to introduce the new system of equations for the
SIRV model.

2
Ops +V -ms = —PBpsK * pr + %SAps —bipvps (t,z) € (0,T) x Q
2
3tm+V-m1=ﬂpsK*pz—wz+%Am (t,z) € (0,T) x Q
(2.3) Ul

: Oupr +V - mp = p1 + 5 Apr + Oipy ps (t,z) € (0,T) x Q
dpv = f(t,x) — O2pvps (t,z) € (0,T") x Q
(9tpv +V -my = *92/)\//)5 (t,:c) € [T/,T) x Q
,OS(O, ')a ,0](0, ')a pR(Oa ')a pV(Ov ) are given.

In the first and third equation, we added the terms +6,pyps and —61py pg, respec-
tively. The constant #; represents the vaccine efficiency and 61 pv (¢, 2)ps(t, z) repre-
sents the vaccinated population at (¢,z) € (0,T) x2. We denote aset S = {S,I,R,V}
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and define a nonlinear operator A as follows

2
A((pismi)ies, f) = (Orps + V - mg — 777SAPS + BpsK x pr +b1pspv,
7]2
Qupr+ N -mr = - Apr = BpsK + pr +pr,

2
Opr +V -mp — %RApR —vp1 — bipspv,
Orpv — [0, (t) +V - my Xpr () + O2pspv ),

where X is a step function that equals 1 on C' and 0 otherwise.

The cost functional we propose in this paper is the extension of our previous
paper [25]. We design the minimizers (p;,m;), i € S of the total cost functional,
which is to:

(i) minimize the transportation cost for moving each population;

(ii) minimize the total number of infected people and the total number of sus-

ceptible people by maximizing the usage of the vaccines at time T’

(iii) maximize the total number of recovered people at time T

(iv) avoid high concentration of population and vaccines at each time ¢ € (0,7);
v) minimize the amount of vaccines produced during ¢ € (0,7);

(vi) minimize the transportation cost for delivering vaccines during t € (T",T).

Item (i) can be described by

/OT/QFi(ﬂi(tam%mi(f,x))d:cdu

for i € {S,I, R} where

il if gy > 0
(2.5) Fi(pi,mi) =10 if p; = 0 and |m;| =0
00 if p; =0 and |m;| > 0.

The parameter «; characterizes the cost of moving p; with velocity ™£. Larger «;
means it is more expensive to move p;. Note that this function comes from the
quadratic kinetic energy. To see this, we use the definition m; = p;v; and plug into
the formula,
"
F(pi,vi) = ?lpilviﬁ-

Item (ii) and (iii) can be described by the terminal costs of the cost functionals

Ep(T.) = [ elpTa)de (i=5.1.V).

Enlpr(T,")) = / er (1 pr(T,x)) dr,

where a function e : [0,00) — [0,00) is a convex function. We also minimize the
terminal cost for py because maximizing the usage of vaccines is equivalent to min-
imizing the number of vaccines left at the terminal time 7. The total number of
the recovered can be maximized by penalizing the density at the terminal time if the
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value of pr(T, x) is far away from 1 for z € Q. In this paper, we use a quadratic cost
function

ei(t) = %t2, (t € ]0,00))

where a; is some constant.
Item (iii) can be described by the terminal costs of the cost functional

&L ) = [ elpiTa))dn (1= S.LV),
Q

where a function e : [0, 00) — [0, 00) is a convex function. We also minimize the termi-

nal cost for py because maximizing the usage of vaccines is equivalent to minimizing

the number of vaccines left at the terminal time 7. In this paper, we use a quadratic

cost function

elt) = 51, (t€[0,00)),

where a; is some constant.
For Item (iv), the cost functional for the concentration of the total population
and vaccines can be represented by

/QPPS( )t pr(ts) + pa(t, /gvﬂv
where
(2.6) Gp(u) = /Q gp(u(z))dz, Gy(u) = /Q av (u(z)) d,

for u: Q — [0,00) and convex functions gp, gy : [0,00) — [0,00). Similar to e; from
Item (ii), we use quadratic functions for gp and gy .

Items (v) and (vi) are criteria specific to the vaccine distribution. From the
PDE (2.2), the vaccines are produced during 0 < ¢t < 7" by a function f. We use the
similar functional (2.6) to minimize the amount of vaccines produced by f. We will
discuss this functional in detail. Thus, we set the functional

/OT, Go(f(t,-))dt = /OT/ /ng(f(t,:z:))dxdt

where go : [0,00) — [0, 00) is a convex function.
The vaccines are delivered during 77 < ¢ < T'. Similar to the Item (i), we set

T
/ /FV(pV7mV)dxdta
rJQ

where Fy has the same definition as (2.5).
The total cost functional we consider is then

P((pzamz zESa ZE pz

€S

//Z

i (piy My dxdt+/ /Fv(pv,mv)dxdt
i=S,I,R

/gp (s + p1 + pr)(L,2)) + Gy (pv (t, ) dt

+/0 Go(f(t
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In the perspective of a control problem, the first line in2.7 is the final cost, while the
rest accounts for the running cost.

In addition to the constraint from (2.3), we adapt the following constraints to
reflect the limited vaccination coverage:

0< f(t,2) < frnaz  (t,2) € [0,T'] X Qractory
(2.8) flt,x) =0 (t,2) € [0,T"] x D\Qractory

pv(t, ) < Cractory (t,2) € [0,T"] X Qfactory
where Qfqctory C §2 indicates the factory area where vaccines are produced and fi,q4 is
a nonnegative constant that represents the maximum rate of production of vaccines.

In the third inequality, a nonnegative constant Cqctory limits the total number of
vaccines produced during 0 < T < T".

/ / pv (t, x) dx dt < Ofacto7‘yT/|Qfactory|~
0 Q

The constraints (2.8) can be imposed by having the following functionals for Gy and

Go.

Gy (pv(t, ") = / av (pv (£.2)) A2 + iy 1y <Connsy (07 (1))
(2.9) «

Go(f(t:-)) =/go(f(w))+infa,ctm,(w)f(t»$) A2 +8(£(5,)< frmaa} (T )

Q

where Qfqctory C €2 indicates the factory area where vaccines are produced. The
functionals i, <c;oer0ry} a0d igf<y,.,,1 are defined as

oo, otherwise

. 0, wu(x)<c forallze
iuge) (u) = {

where c is a constant and u : Q — R is a function. The function iq,,_,,,, () is defined
as

. 07 T e Qfactory
YQsactory ('r) =
00, z € MN\Qsactory-

This function forces f(t,z) = 0 if (t,z) € (0,7") x (Q\Qfactory), thus vaccines are
produced only in Qfactory-

Remark 2.1. The formulation is not limited to SIR epidemic model. For example,
we can describe the SIRD (Susceptible-Infected-Recovered-Deceased) epidemic model
by adding an extra population pp for the deceased population with a mortality rate
-

Oips +V -mg = —BpsK x pr + %Aps —bipvps (t,z) € (0,T) x Q
Owpr +V -mp = BpsK * pr —ypr — ppr + %?Apf (t,x) € (0,T) x Q
Otpr +V -mp =ypr + %Apfz + b1pvps (t,z) € (0,T) x Q
Otpp = pupr + %App (t,x) € (0,T) x Q
Opv = f(t,x) — b2pvps (t,x) € (0,T") x Q
Orpy +V -my = —Ospyps (t,z) € [T',T) x Q
ps(0,+), p1(0,+), pr(0,-), pp(0,-), pv (0, ) are given.
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2.3. Properties. From the definition of the cost functional and the constraint (2.3),
we have the following minimization problem:

inf {P((pi,mi)ieg,f) : subject to (23)}

(pismi)ies, f

We first define the inner product of vectors of functions in L2?. Given vectors of
functions u = (uy (¢, z),uz(t,x), - ,ug(t,z)) and v = (v1(¢, ), v2(t, ), -, vg(t, z))
with u;,v; : [0,T] x © — R, the L? inner product of vectors u and v is defined by

(210) (u, 1}>L2 = Z(ui,vi)LQ

where (-, )2 is a L? inner product such that

(u,v)p2 :/()T/Qu(tw)v(tw) dx dt.

We introduce dual variables (¢;);es for each continuity equation from (2.4). Using the
dual variables and the definitions of the inner products, we convert the minimization
problem into a saddle point problem.

(2.11) inf sup L((pi, mi, di)ies, f),

(pimi)ies,f (¢;)ies
where £ is the Lagrangian functional defined as

L((pi,mi, ¢i)ies, f)
(( zamz‘)z‘es,f) — (A((pismi)ies; f), (¢i)ies) L2
((p

§
o
m
?7

os

7N\

Oips +V -mg + BpsK x pr + 01pspv — Aps) dz dt

o1 (&spz +Vm; — BpsK * pr +ypr — 772’Ap1> dx dt

-
=

2
Oipr +V -mp —ypr — O1pspy — T]2RAPR) dx dt

ov (Orpv — fXjo, ) (t) + V - my X 1) (t) + b2pspv ) dadt.

|

For brevity, we denote

u = ((pismi)ies, f), = (¢i)ies.
We can rewrite the Lagrangian as
(2.12) L(u,p) = P(u) = (A(u),p)L>-

As noted in [25], the dual gap, the difference between the primal solution and dual
solution, may not be zero because the nonconvex functions (pg, pr) — psK * p;r and
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(ps,pv) — pspy make the feasible set nonconvex. We circumvent the problem by
linearizing the nonlinear operator at a base point u

A(u) = Az(u) = A(a) + [VA(@)](u — a).

We define a linearized Lagrangian as

(2.13) Lalup) = P(w) — (Ag(w),p) 2.

In the paper [32], the author developed a primal-dual algorithm using the linearized
Lagrangian (Algorithm (3.5)) and proves that the sequence (u*), p(*))2° | from the al-
gorithm converges to the saddle point (u., p«). By the first-order optimality conditions
(also known as Karush-Kuhn-Tucker (KKT) conditions), the saddle point satisfies

OP(uy) — [VA(u)]Tpe 20

(2.14)
A(uy) = 0.

In the Proposition 2.3, we present the properties satisfied by the saddle point, de-

rived from the KKT conditions (2.14). We first recall the definition of the functional

derivatives.

DEFINITION 2.2. Let F : H — R be a smooth functional where H is a separable
Hilbert space and p : Q0 — R be a function in H. We say a map %—I; is the functional
derivative of F' with respect to p if it satisfies

ing SO I [ O o)) d

e—0 €

for any arbitrary function h : Q — R.
Now, we show the properties satisfied by the SIRV variational problem.

PROPOSITION 2.3 (Mean-field control SIRV system). By KKT conditions, the
saddle point ((p;,mi, i)ies, f) of (2.11) satisfies the following equations.

as 2 77% 0Gp
i ps — 7\V¢S\ + 7A¢S + W(Ps +p1+ pr) + B(d1 — ¢s5)K * p1
+ v (01(6 — d5) — B26v)) =0 (t,2) € (0,7) x ©
ar o | 7 oGp
Orpr — 7\V¢>1\ + ?A@ + W(Ps + pr + pr)
+ BK * (ps(¢1 — ¢5)) +v(dr — ¢1) =0 (t,z) € (0,T) x Q
2
O~ RV + B Agy + %’(ps prtpr) =0 (t.2) € (0,7) x ©
ooy + %(PV) + ps(01(pr — ¢s) — b20v))=0 (t,z) € (0,T") x Q
1)
Oy — o+ 25 (o) + ps(6a(on — 65) — B200))= 0 (t.x) € (T'.7) x O
2
dips — O%SV (psVos) + BpsK * pr + b1pspy — %SAPS =0 (t,z) € (0,T) x Q

1 2
opr — OTIV (p1V 1) — BpsK * pr +ypr — %API =0 (t,z) € (0,T) x Q
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1 2
dpr — @V “(prRVOR) —vp1 — O1pspv — 777}%Ap1:g =0 (t,x) € (0,T) x Q
opv — [+ b02pspy =0 (t,x) € (0,7") x Q
1
dpv — @V “(pvVév) + O2pspy =0 (t,x) € (T',T) x Q
]
%(f)-ﬂbvzo (t,z) € (0,T") x Q
0&; .
(bi(Tv ) = (pi(T’ ))v i €S.

5P(T’ )

The dynamical system models the optimal vector field strategies for S, I, R populations
and the vaccine distribution. It combines both strategies from mean field controls and
SIRV models. For this reason, we call it Mean-field control SIRV system.

The proof of Proposition 2.3 can be found in the Appendix.

3. Algorithms. In this section, we propose an algorithm to solve the proposed
SIRV variational problem. We use the primal-dual hybrid gradient (PDHG) algo-
rithm [6, 7]. The PDHG can solve the following convex optimization problem.

min f(Au) + g(u)
subject to Au =0

where f and g are convex functions and A is a continuous linear operator. The
algorithm solves the problem by converting the problem into a saddle point problem
by introducing a dual variable p.

min max g(u) + {Au, p) — f*(p)

where

f*(p) = sup (u,p) — f(u)

u
is the Legendre transform of f. The method solves the saddle point problem by
iterating
1
%) = argmin g(u) + (u, ATpW) + o flu— w7,

(3.1) wF D) = oy (k+3) _ ()

. 1
P = arg max (AumFD py — f*(p) — 3 llp— p™|3..

The scheme converges if the step sizes 7 and o satisfy
(3.2) rol|AT Al < 1,

where || - || is an operator norm in L?. However, the SIRV variational problem has a
nonlinear function A for the constraint. Thus, we use the extension of the algorithm
from [32] which solves the nonlinear constrained optimization problem.

(3.3) min max g(u) + (A(u),p) — f*(p),

u p
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where A is a nonlinear constraint. The scheme iterates the algorithm (3.1) with a
linear approximation of A at a base point @

A(u) = A(a) + [VA(@)](u — ).
Thus, we have a linearized saddle point problem
(3.4) min max g(u) + (A(@) + [VA®@)](x —),p) - f*(p)
and the scheme iterates

1 . 1
uH = argmin g(u) + (u, VA ) + s fu = w5

(3.5) wFHD = 9y (k+3) _ 4, (k)
) 1
P = argmax (A®), p) = () = 55 lp = PV 172

The paper proves that the sequence {u®), p(®)}2° ' of the algorithm converges to some
saddle point (u.,ps) that satisfies (2.14). However, the scheme converges if the step
sizes satisfy

c® | TAW®)2, <1, k=1,2,---.

Suppose we use an unbounded operator that depends on the grid size, for example
A = V. Then the scheme can result in a very slow convergence if we use a fine grid
resolution. To circumvent the problem, we use the G-proximal Primal Dual Hybrid
Gradient (G-prox PDHG) method from [18] which is another variation of Chambolle-
Pock primal dual algorithm. This variant provides an appropriate choice of norms
for the algorithm and the authors prove that choosing the proper norms allows the
algorithm to have larger step sizes than Chambolle-Pock primal dual algorithm. The
G-prox PDHG iterates

1 . 1
w0 — argmin g(u) + (u, [VA@®)TP) + 5 fu— w3

(3.6) wFHD) = 9y, (k+3) _ 4 (k)

. 1
P8 = arg max (A*DY), p) — f*(p) — mllp —p®2,).

where the norm || - ||k is defined as
lull i = IV A@E)] 2.

By choosing the proper norms, the step sizes only need to satisfy
o®r®) <1 k=12,

which are clearly independent of the grid size.

3.1. Implementation of the algorithm. To implement the algorithm to the
minimization problem (2.7), we set

u = ((pi,mi)ies, f)
p = ($i)ies
g(u) = P(u)
f(A(u)) =

oo otherwise

{o if A(u) =0
0
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We use (2.4) for the definition of the operator A.

A(u) = (As(u), Ar(u), Ar(u), Ay (u))

2
As(u) = 0ps +V -mg — U?SAPS + BpsK * pr + 01pspv,

2
Ag(u) = dpr +V -my = "L Apr = BprK % ps +p1,

2
Agr(u) = Oypr +V -mp — %Q”APR,

Ay (u) = dpy — fXjo1)(t) + V- my X 1(t) + O1pspv.
Define the Lagrangian functional as
La = P(x) - (Aw),p) 2

where (-, )2 is defined in (2.10). We summarize the algorithm as follows.

Algorithm 1: G-prox PDHG for mean-field control SIRV system
Input: p;(0,-) (i €S)
OUtPUt: pi7mi7¢i (’L € S)7 f

While relative error > tolerance for i € S
pl(.k'H) = argmin, L((p, m®) | fR)) k) 4 %HP - PEMHQL?
m = argming, £((p5 0, m, 19), () + L flm — m{ |2,
fleH1) arg min s ﬁ((p(k+1)’m(k+l)7f)7¢(k)) + %Hf _ f(k)”%2
6T = argmaxy L((p*HD, mED, f050) 6) — L — o2

7 JZi%

k+3
¢z(-k+1) _ 2¢Z( ) ¢§k)

Here, L? and Hi(k) norms are defined as

T
ull2 = (u,u)r2 = / / wdrdt, |ul?w = [[VAi@®) i, ies
o Jo i
for any w : [0,7] x © — [0,00). Moreover, the relative error is defined as

P mET) —p(p™ m™)|
P(p, m{)] '

relative error =
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In the section 4, We use quadratic functions for &; (i € {S,I,V}), Gp, Gv, Go. With
the definitions (2.9), we use

&(pi(T,')):/ Y (T,z)de, i=S,I,V
Q

Gr(p(t.) = [ Fplt,a) da
G (o) = [ G 0lt.0) i+ 01201 (010:)
Go((0:) = [ GHE0) + g @00 o 0210 (6]

Thus, we can write the cost functional as follows

P((p17mz ’LES) / Z 7pz dz

i=S,1,V
/ / Z Fi(pi,m;) dxdt+/ /Fv(pv,mv)dmdt
i=S,I,R
T
dy
(3.7) +/ /713(PS-|'P1+PR)2 5 — Py da dt
o Ja

r dO 2 .
+ ?f +ZQfactoryfd$ dt
0 Q
* /0 Hp(t,)<C actory} (P(E ) F 14,9 < frawy (F(E ) dE

where a;, dp, dv, dy are nonnegative constants. With this cost functional, we find
explicit formula for each variable p(kH) m(-kﬂ), (bE-kH) (i €S), f+1),

PROPOSITION 3.1. The variables p; kH) §k+1),¢2(k+1) (i €S), and f**Y from
the Algorithm 1 satisfy the following explzczt formulas:

2 1 / / / /
o7 = ot (o (o Bl = L4 (49— o)

2
(k) ( k) (k) (k)) CEKONIN rasimy’|
+ py ( ¢ ) — 620 (P[ + PR )>7 ) 7(1+po)

T i 1
PYH_I) = root+< dp <at¢3k) + %Aqsgk) N ;'ng) +OK x (p(sk)(qs(k ¢ k)))

1+7
o (6® — ) 4 dp(o® 4 ) 0 rarmi”)?
PR I PPgs PR " T(1 + 7dp)

2 (k)2
k+1 L0 1 % k Tag|mp’|
p;>:nm+( (a0t + RA&J—#&HWA()+AU)&—%LH%ﬂ>

k1 . T k k k k k 1 &
A = min (Cpctryr g (<0 = o 0688 = o) = 020+ 204 ).

14+ 7dp

(t,z) € [0,T] x Q
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)2
(k1) T (k) o 1o Tay|my’|
Py = root4 <1 T rdy <8t¢v + PS(al(¢R ¢)S) 92¢V) Pv >70a 7(1 i Tdv)>

(t,z) € (T",T] x Q
(k+1) p(‘kﬂ) (k) (k)
m; = L m;  —7T1Ve¢, |, (i€8)
TO; + pgkﬂ) ( )

f(k+1) = min <fmaz, m ( f(k) ¢ )) Xﬂfactory (IE)

2
¢(k+ 3 _ ¢(k) +o(As AT (k+1) _v. m(Sk+1) B ﬁp(SkH)K *p§k+1) . 01p(sk+1)pgc+1) I %Apgcﬂ))

1 2
Utz) 50 4 (4, AT) 1( PEFD gD gt ey D) ) %Ap(ﬁ“))

1 2
o = o)+ o(ArAR) T (0l = Vom0 ) 4 TR )

k 1
§/+ 3y (k)+0_ (Ay AL) 1( k+1 +f(k+1)X[OT,)() v. mg/ )X[T/ \(t) — elp(kJrl) (k+1))

where root  (a,b, c) is a positive root of a cubic polynomial x>+ ax® +bx +c =0 and
we approzimate the A; AT as follows

4

ASAL = =0 + A7 = (14 (B+ 01)nZ)A + (B +61)°
4

ALAT = =0+ LA — (14 (v + B)D)A + (v + B)°

4
ApAL =~y + %RA? —A
Ay AL = —9, — A+ 62,

We use FFTW library to compute (A4;A7)~1 (i € S) and convolution terms by Fast
Fourier Transform (FFT), which is O(n log n) operations per iteration with n being the
number of points. Thus, the algorithm takes just O(nlogn) operations per iteration.

4. Experiments. In this section, we present several sets of numerical experi-
ments using the algorithm 1 with various parameters. We wrote C+-+ codes to run
the numerical experiments. Let 2 = [0,1]? be a unit square in R? and the terminal
time 7' = 1. The domain [0, 7] x Q is discretized with the regular Cartesian grid

below. ) ) )
z1 le ) T2 Nx ) Nt 1

2

= ((k+05)Azy, (I +0.5)Azy), k=0,--- Ny, —1, 1=0,---,N,, — 1
tn:nAta n 0)"'aNt_1

where N, N, are the number of discretized points in space and V¢ is the number of
discretized points in time. For all the experiments, we use the same set of parameters,

N, =128, N,, =128, N, =32
as =10, a; =30, ap=20, ay =0.005
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Bpspr YPI

t1pspv

Fig. 1: Visualization of the flow of three populations. The susceptible transforms to
the infected with a rate 8 and the recovered with a rate 6;. The infected transforms
to the recovered with a rate 7.

as = 2, ar = 2, arR = 0.0017 ay = 0.1
T'=05, o0=001, dp=04, dy =04, dy=0.01
02 =09 n; =001 (ic€S).

By setting a higher value for aj, we penalize the infected population’s movement
more than other populations. Considering the immobility of the infected individuals,
this is a reasonable choice in terms of real-world applications. By setting 7" = 1/2,
the solution will produce the vaccines during 0 < ¢ < 1/2 and deliver them during
1/2 <t < 1. Furthermore, we fix the parameters for the infection rate and recovery
rate

=08, ~=0.1.

The paper [25] describes how the parameters 8 and v affect the propagation of the
populations. In this paper, we focus on the vaccine distributions. Recall that from
the formulation (3.7), we have terminal functionals

Elpi(T, ) = /Q Sp(Ta)dr, i€ {81V},

Thus, the solution to the problem has to minimize the total number of susceptible,
infected, and vaccines at the terminal time 7. The solution reduces the total number of
infected by recovering them with a rate v and decreases the total number of susceptible
by transforming the susceptible to the infected with a rate 8 or to the recovered with
a rate 6 (Figure 1). If the 8 is large and « is small, there are more inflows from
susceptible to the infected than the outflow to the recovered from the infected. To
minimize the total number of the infected, the solution has to vaccinate the susceptible
as much as possible to avoid the susceptible becoming infected. Thus, the vaccines
need to be produced and delivered to the susceptible efficiently while satisfying the
constraint conditions (2.8).

We present two experiments that demonstrate how the various factors in the
formulation affect the production and the distribution of vaccines.

4.1. Experiment 1. In this experiment, we show how the parameters related
to py affect the solution. We set the initial densities for the p; (i € S) and the factory
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location Qfgctory as
ps(0,x) = (2exp(=5[(z1 — 0.7)% + (w2 — 0.7)]) = 1.5) _
p1(0,z) = (2exp(—5[(z1 — 0.7)% + (z2 — 0.7)%]) — 1.8)+

(4.1) pr(0,2) =0
pv(0,2) =0

Qtactory = Bo.1(0.3,0.3)

where (z)4 = max(z,0) and B,z is a ball of a radius r centered at z.

S

Fig. 2: Experiment 1: Initial densities of pg and p;. The green circle indicates

Qfactory .

With the initial densities (4.1), we run two simulations with different values for
917 927 and fmaz~

Parameters | Sim 1 | Sim 2 | Description

0, 0.5 0.9 Vaccine efficiency
frnaz 0.5 10 Maximum production rate of vaccines
Clactory 0.5 2 Maximum amount of vaccines that can

be produced at z € Q during 0 <t < T’

The Figure 3 shows the comparison between the results from the simulation 1 and the
simulation 2. The first three plots (Figure 3a) show the total mass of p; (i = 5,1, R),
i.e.

/pi(t,z)dw, i=S1,R, tel0,T]
Q

and the last plot (Figure 3b) shows the total mass of py during 0 <t < T’

/pv(t,x) dr, te€0,T".
Q

The total number of vaccines produced from the simulation 1 is smaller than that
from the simulation 2 because the solution cannot produce a large amount of vaccines
due to the low production rate fy,4,. Furthermore, the solution from the simulation 1
cannot vaccinate a large number of susceptible due to a small ;. Thus, there are
more susceptible and less recovered at the terminal time in the simulation 1.

4.2. Experiment 2. In this experiment, we show how the obstacles in the spa-
tial domain affects the production and distribution of the vaccines. Denote a set
Qops C 2 as obstacles. We use the following functionals in the experiment.

Gi(p(t.) = [ G(t.0)+ o, (aplt. ) do, i€ (PV)
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S | R
9 4.30e-02 -7 7.10-03 4 8.00e-04 1, Simulation 1
D 4 28e-02 1 Simulation 2

7.00e-03 6.00e-04
D 4 26e-02
5 6.90e-03
o 4.24e-02 .04 4
3 6.80e-03 4.00e-04
= 4.22e-02 4
= 6.70e-03
& 4.20e-02 N 2.00e-04
2 4180024 S!mulat!or\ 1 6.60e-03 7 —_— S\mulat!on 1 /
F Simulation 2 Simulation 2 0.00e+00 4 —"
416002 b 8S0e03 00000 T
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
Time Time Time

(a) The total population of ps, pr, pr.

\

150e.034 —_ 2imulation1

Simulation 2
1.25e-03 4
1.00e-03
7.50e-04

5.00e-04
2.50e-04
0.00e+00 -

0.0 0.1 0.2 0.3 0.4 0.5
Time

(b) The total mass of vaccines produced during 0 <t < 7T".

Fig. 3: Experiment 1: The comparison between the results from the simulation 1 and
the simulation 2. The first three plots (A) show the total mass of p; (i = S,I, R) and
the fourth plot (B) demonstrates the total mass of py produced at the factory area
during the production time 0 <t < T".

E(p(T, ) = / ST, 2) i, (2)p(T, ) dr, i€ (S,1,V)

Er(p(T, ")) = / O (T, 2) 1) 4 i, (2)p (T, ) da

The densities p; (i € S) cannot be positive on Qs due to iq,,.. Thus, the densities
transport while avoiding the obstacle {2,,,. We set the initial densities and Q4crory
as follows

s(0,z) = (2exp(—15((z1 — 0.2)* + (z2 — 0.5)%)) — 1'6)+
+ (2exp(=15((z1 = 0.8)% + (22 — 0.5)%)) — 1.6)
p1(0,z) = (2exp(—15((z1 — 0.2)*> + (z2 — 0.5)%)) — 1'8)+
pr(0,2) =0
pv(0,x) =0
Qactory = Bo.075(0.5,0.5)
and fix the parameters

0, = 0.9, fmam =10, Cfactory =2

The initial densities are shown in Figure 4.
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s
Fig. 4: Experiment 2: The initial densities pg and py, and the location of the factory
(indicated as a green circle).

t=0.00 t=10.42 t=0.58 t=0.65 t=0.74 t=1.00

Fig. 5: Experiment 2: The evolution of densities p; (i € S) without the obstacle over
time 0 < ¢t < 1. The first row: the susceptible density pg. The second row: the
infected density py. The third row: the recovered density pr. The fourth row: the
vaccine density py .
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The Figure 5 and Figure 6 show the evolution of densities with and without ob-
stacles, respectively. In both simulations, the density of vaccines py (the fourth row)
transports to the areas where the susceptible people are present. In Figure 6, py
transports while avoiding the obstacle at the right. Figure 7 shows the comparison
between these two solutions and how the presence of the obstacle affects the produc-
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t=0.00 t=0.42 t=0.58 t=0.65 t=0.74 t=1.00

Fig. 6: Experiment 2: The evolution of densities p; (i € S) with the obstacle (indicated
as a yellow block) over time 0 < ¢ < 1. The first row: the susceptible dennty ps. The
second row: the infected density p;y. The third row: the recovered density pr. The
fourth row: the vaccine density py .
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tion and delivery of vaccines quantitatively. Figure 7a shows the total mass of the
vaccines in the factory area Qqct0ry during the production time

/ pv(t,x)dz, te|0,T).
Qfactory

Figure 7b shows the total mass of the vaccines during the delivery time at the left
side and the right side of the domain

/ pv(t,z)dx, Left
Qn{a:<0.5}

/ pv(t,z)dzx, Right
Qn{z1>0.5}

during ¢ € [T”,T]. When there is no obstacle, the vaccines are delivered more to
the right than to the left (Figure 7b). The number of susceptible people at the left
decreases very fast because there are infected people with a high infection rate. When
pv starts to transport at time ¢ = T’, the number of susceptible is lower at the left.
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Thus, the solution distributes fewer vaccines to the left with less susceptible people.
When there is an obstacle, py has to bypass the obstacle to reach the susceptible
areas. Thus, the kinetic energy cost during the delivery time ¢ € [T',T] increases
at the right. The solution cannot deliver the vaccines as much as the case without
the obstacle. It results in a fewer number of vaccines produced during ¢ € [0,7”)
(Figure 7a) and delivered to the right during ¢ € [T”,T] when there is an obstacle
(Figure 7b).

o 3:56-04 1" \yithout obstacle I | R Bt ik Attt s R D LT

€ 3.0e.044 With obstacle 5 2.5e-04 1

I~ v

s g

5 2.5e-044 - 2.0e-04 A

g [

3 2.0e-04 - b5

3 2.0e 2 15e041 1 Femmmmmmmeeme—ceoaoas

I S e

S 1.5e-04 bt

o S 1.0e-04 .

ﬁ 1.0e-04 1 ﬁ - Left w!thout obstacle

£ 5 0e-05 € 5.0e-05 A L?ft Wlt.h obstacle

= 5.0e- = - Right without obstacle

© 8 ) .

F 0.0e+00 4 2 0.0e+00 4 Right with obstacle
0.0 0.1 0.2 0.3 0.4 0.5 0.5 0.6 0.7 0.8 0.9 1.0

Time t Time t

(a) The total mass of py during ¢ € [0,0.5) (b) The total mass of pyv during ¢ € [0.5, 1]

Fig. 7: Experiment 3: The left plot shows the total mass of vaccine density py during
the production time ¢ € [0,7”). The right plot shows the total mass of py at the left
side of the domain QN {z; < 0.5} and at the right side of the domain QN {z; > 0.5}.

4.3. Experiment 3. Similar to Experiment 2, we show how the obstacles in
the spatial domain affect the production and distribution of the vaccines. We use
more complex initial densities, an obstacle set .5, and three factory locations in
this experiment. We set the initial densities and Q¢4ctory as follows

ps(0,2) = (2exp(—15((x1 — 0.8)* + (22 — 0.8)%)) — 1.6)
+ (2exp(=15((z1 = 0.2)% + (22 — 0.7)%)) = 1.6) ,
+ (2exp(=15((21 — 0.8) + (x2 — 0.3)%)) — 1.6)
+ (2exp(=15((z1 = 0.2)% + (22 — 0.2)%)) — 1.6)

pr(0,2) = (2exp(=15((z1 — 0.2)* + (22 — 0.7)%)) — 1.8)
+ (2exp(=15((z1 — 0.2)? + (22 — 0.2)%)) — 1.8)

pr(0,2) =0

pv(0,2) =0

Qfactm“y = BO_O75(O.570.2) U Bo,075(0.5, 05) U Bo_075(0.5,0.8)
and fix the parameters
0, = 093 fmaz = ]-07 Cfactory =2.

The initial densities are shown in Figure 4.
The Figure 9 and Figure 10 show the evolution of densities with and without
obstacles, respectively. The experiment demonstrates that even with the complex
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s
Fig. 8: Experiment 3: The initial densities pg and py, and the location of the factory
(indicated as green circles).

t=0.00 t=10.42 t=0.58 t=0.65 t=0.74 t=1.00

Fig. 9: Experiment 3: The evolution of densities p; (i € S) without the obstacle over
time 0 < ¢t < 1. The first row: the susceptible density pg. The second row: the
infected density py. The third row: the recovered density pr. The fourth row: the
vaccine density py .
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initial densities, the algorithm successfully converges to the reasonable solution that
coincides with the previous experiments. The density of vaccines py (the fourth row)
transports to the areas where the susceptible people are present while avoiding the
obstacles.
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t=0.00 t=0.42 t=0.58 t=0.65 t=0.74 t=1.00

Fig. 10: Experiment 3: The evolution of densities p; (i € S) with the obstacle (indi-
cated as yellow blocks) over time 0 < ¢ < 1. The first row: the susceptible denmty
ps. The second row: the infected density p;. The third row: the recovered density
pr- The fourth row: the vaccine density py .
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Figure 11a shows the total mass of the vaccines produced during the production
time at each factory location. Without the obstacles, the total mass of py at the
middle is the lowest at time 7" because the factory at the middle is the farthest away
from the susceptible people. It is more efficient to produce the vaccines at the facto-
ries closer to the susceptible (the top and the bottom factories) to reduce the kinetic
energy cost during the delivery time T € [T”,T]. However, with the obstacles, the
vaccines are produced the most at the middle factory. Since the obstacles are block-
ing the paths between the top and the bottom factories and the susceptible people,
py has to bypass them to reach to the target area. The pathways from the middle
factory to the susceptible people are not blocked as much as from the top and the bot-
tom factories. Thus, it is more efficient to produce more vaccines at the middle factory.

Figure 11b shows the total mass of the vaccines during the delivery time at dif-
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ferent locations. The lines in the plot represent the following quantities:

pv(t,z)dx, Top Left

~/Qﬂ{a71<0.5}ﬁ{1220.5} /flﬂ{x120.5}ﬁ{1220.5}

pv(t,z)dzx, Bottom Left /
Q

/Qﬁ{a:1<0.5}ﬁ{wz<0.5} N{z1>0.5}N{x2<0.5}

over t € [T",T]. With the obstacles, the kinetic energy cost increases since py has
to bypass to reach to the targets when it transports from the top and the bottom
factories. As a result, the vaccines are not produced as much as the simulation
without the obstacles, and there are less vaccines reached to the targets.

0 ——— 7’
¢ 3.0e-04- Top w/o obstacle A
S —— Top w/ obstacle o
E 2.5e-04 - Middle w/o obstacle /,,'/
9 Middle w/ obstacle S
9 2.0e-04 1 —-- Bottom w/o obstacle ,,'/
B —— Bottom w/ obstacle s
S 1.5e-04 7
o
(=]
¢ 1.0e-04 4
©
E 5.0e-05 4
8
= 0.0e+00 1
T T T T T T
0.0 0.1 0.2 0.3 0.4 0.5

(a) The total mass of py during ¢ € [0, 0.5)

pv (t,z)dz, Top Right

pv(t,z)dx, DBottom Right

9 3:58-04 1 ___ Top Left wjo obstacle” T T Tmmmmmmsm—m—ool
£ 3.0e-04 4 —— Top Left w/ obstacle
§ —=- Bottom Left w/o obstacle -~~~ 7" T T T T T e
9 2.5e-04 7 —— Bottom Left w/ obstacle _—T— | ——0__
E 2.0e-044 =" Top R!ght w/o obstacle
= —— Top Right w/obstacle | ________________
2 1.5e-04 1 —--- Bottom'Right w/o obstacle —————————
o —— Bottom Right W/ obstacle ——
8 1.0e-04 4 S
© 'Y e
£ S
= 5.0e-05 7.7/7
8 >z
¥ 0.0e+00 4
0.5 0.6 0.7 0.8 0.9 1.0

Time t

(b) The total mass of py during ¢ € [0.5, 1]

Fig. 11: Experiment 3: The top plot shows the total mass of vaccine density py at
three factory locations during the production time ¢ € [0,7”). The bottom plot shows
the total mass of py at the top left area of the domain QN {x; < 0.5} N {x2 > 0.5},
at the bottom left area QN {x; < 0.5} N{x3 < 0.5}, at the top right area QN {x; >
0.5} N {xz2 > 0.5}, and at the bottom right area QN {z; > 0.5} N {x2 < 0.5} during
the distribution time ¢t € [T”,T].

5. Discussion. In this paper, we formulate a class of mean-field control prob-
lems for distributing vaccines in a spatial domain. We build a macroscopic variational
model with a vaccine distribution parameter to control the number of suspected, in-
fected, and recovered populations. This model forms a constrained optimal control
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problem in unnormalized density spaces. Numerically, we demonstrate that the pro-
posed model helps distribute the vaccine efficiently. Here the efficiency is built by
the mean-field cost functional, which models both the transportation cost and the
vaccine’s effectiveness.

6. Appendix.

Proof of Proposition 2.3. From the saddle point problem (2.11), we can rewrite
the problem as

(6.1)
inf sup P((PZ, mz)zESv f / / Z ®i <8th +V-m; — i AP1> dx dt

(pismi)ies,f ¢ i€{S,I,R}

+/OT Q((Piaqsi)ieS)dt_/OT/QQSVatpvdxdt—i—/O I/Qfgbvd;vdt—/T/T/Qqsvv.mv da di

where a function Q : (0,T) x Q@ — R is defined as

Q((pi, di)ies) :/QBﬂs(éﬁl*¢S)K*PI+’YPI(¢R*¢I)+PSPV(91(¢R*¢s)*92¢v)) dx

If ((pi, mi, @i)ies, f) is the saddle point of the problem, the differential of Lagrangian
with respect to pi, mi, ¢; (1 €8S), f and p;(T,-) (i € {S,I,V}) equal to zero. Thus,

from 2 W = 0 we have
m 0Q o
atpi+v'mi A Z+(5¢ ((pwd)z)zGS)*O (t,I)E(O,T)XQ, Z*SaIaR
Opv — [+ — ¢ ((pi7¢i)i68) =0 (t,z) € (0,7") xQ
0Q

Opv +V -my + —— ((p27¢z)z€S) =0 (t,l‘) € (TlvT) x Q.

ooy

Using integration by parts, we reformulate the Lagrangian function (6.1) as follows.

L((pi,mi, di)ies, f)
T /
ZZ&'(M(T’ ) + / Gp(ps + p1+pr) +Gv(pv) dt + / Go(f(t,-))dt

€S

s / /az\mzl +my -V + —plAqﬁldxdt+Z/ /plﬁtgbldxdt

i=S,I,R €S

T’ T
/ / ay|my | +my - Véy dxdt—i—/ f¢v dx dt+/ Q((pis Pi)ies) dt
v Ja  2pv 0 0

+ Z / pl O X (]51(0 x) pz(T x)(bl(T $)d‘r

i=8,I,R,V
From gTﬁ, =0 (i€ {S,I,R}),

Gp 0Q a;lm;|?

opi

2
(ps +pr+pr)+ 57)-((%7 bi)ies) — 9,2 + %A@ +0pi =0=0 (t,z) € (0,T) x

Q
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From 3oy = O,
oGy 6Q '
7(pv)+7((pz7¢z)z€S)+at¢V =0 (t,l’) € (O7T) x
dpv dpy
Gy 0Q ay|my|?
5o (V) + == ((pis di)ies) — — 5 + 0y =0 (L) € (T, T) x Q.
1% 0% Pv
oL _ :
From m =0 (7/ S S),
0&
e (iT)) = (T ).
5Pi (Ta ) , 7
L __
From 57 = 0,
5g0 /
oL __ .
From m =0 (Z S S),
Lt = V¢, (t,x)€ (0, T)xQ, ie{S,I,R}
Pi
aymy
————— =-Vo¢v (t,x) € (0,T") x Q.
pv
: imi i 0L 0L .
By replacing % = —Vp; in o= 0 and 3 = 0, we derive the result. 0
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