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Abstract. Localization and characterization of diseases like pneumonia are pri-
mary steps in a clinical pipeline, facilitating detailed clinical diagnosis and sub-
sequent treatment planning. Additionally, such location annotated datasets can
provide a pathway for deep learning models to be used for downstream tasks.
However, acquiring quality annotations is expensive on human resources and
usually requires domain expertise. On the other hand, medical reports contain a
plethora of information both about pnuemonia characteristics and its location. In
this paper, we propose a novel weakly-supervised attention-driven deep learning
model that leverages encoded information in medical reports during training to
facilitate better localization. Our model also performs classification of attributes
that are associated to pneumonia and extracted from medical reports for supervi-
sion. Both the classification and localization are trained in conjunction and once
trained, the model can be utilized for both the localization and characterization of
pneumonia using only the input image. In this paper, we explore and analyze the
model using chest X-ray datasets and demonstrate qualitatively and quantitatively
that the introduction of textual information improves pneumonia localization. We
showcase quantitative results on two datasets, MIMIC-CXR and Chest X-ray-8,
and we also showcase severity characterization on COVID-19 dataset.
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1 Introduction

Pneumonia localization in chest X-rays and its subsequent characterization is of vi-
tal importance. At times pneumonia is a symptom of a disease (e.g., for COVID-19),
and the severity and location of pneumonia can affect the treatment pipeline. Addition-
ally, as manual annotations of the disease are resource-heavy, automatic localization
can provide annotations or a guide to annotations for downstream deep learning-based
tasks that rely on bounding-box annotations. However, to train an automatic pneumonia
location detector, we need a large amount of annotated data that is not readily available
and presents us with a chicken and egg problem.
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Medical reports, on the other hand, are highly descriptive and provide a plethora
of information. For instance, a report snippet “diffused opacity in left-lung” indicates
the structure and location of opacity that can indicate pneumonia. Ideally, we can dis-
till such information from the text and inform the localization of corresponding images
without added supervision. The problem of associating textual information and lever-
aging it to improve/inform image domain tasks (e.g., object detection) is termed visual
grounding. In computer vision literature, visual grounding methods have successfully
demonstrated such a weak supervision approach of finding accurate annotation with
text captions [5,21]]. Such methods usually rely on a two-stage approach where the
first stage is a box detector, and methods like Faster-RCNN [15] provide great box-
detectors for natural images. However, the luxury of having a good initial box-detector
is not available in medical imaging models.

Textual information from medical reports is hard to distill, as they have lot of spe-
cific terminologies, no clear sentence construction and many redundant/extraneous in-
formation. Therefore, in this paper, we establish a set of attributes that are informative
about the location as well as characterization for pneumonia, and automatically extract
them. We propose an attention-based image-text matching architecture to train a lo-
calization network, that utilizes the extracted attributes and the corresponding images.
Additionally, we also have a jointly-trained attribute classification module. Attribute
classification provides a more richer information as compared to a simple pneumo-
nia classification score and the bounding box localization. The probability value for
each attribute can be used for characterizing new images that might not have clini-
cal reports associated. We showcase quantitative results on two chest X-ray datasets,
MIMIC-CXR [7], and Chest X-ray-8 [ 18]]. Additionally, we showcase qualitative results
on the COVID-19 dataset [4] and demonstrate severity characterization by utilizing the
predicted attributes. Although this method is extensively evaluated for pneumonia lo-
calization, it can easily be applicable to other diseases as well.

2 Related Works

Weakly supervised visual grounding methods utilize textual information from natural
image captions and perform object localization. Most such methods [5}21] are two-
stage methods, where the first stage is a box-detector such as Faster-RCNN [15] trained
on natural images. Other methods such as Retinanet [[10] are end-to-end approaches for
object localization that rely on pre-defined anchors. Weakly-supervised visual ground-
ing is commonly achieved by enforcing similarity between image and text modalities
in native space [|1]], or in a learned common latent space [5]. Some other works utilize
attention models for vision-language alignments [11]], as well as contrastive loss [|6].
Class activation mapping (CAM) [22] and its variants [16]] rely on a surrogate clas-
sification task to localize the regions of interest (ROI) and have been utilized in the
context of disease localization [18]]. More recent works incorporate image manipula-
tion to localize the objects better [2}|17]. Another class of methods utilize attention-
based mechanisms to match the image and text modalities. Stacked cross-attention
(SCAN) [{8] is one such approach that provides a heat map of the image, based on how
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bounding boxes attend to the associated captions. Some recent works [[19]] incorporate
similar ideas for image-text matching and improve upon SCAN.

Retinanet [[10] and its variants have seen success in supervised pneumonia localiza-
tion in Kaggle RSNA Pneumonia detection challenge [14]]. Other works employ semi-
supervision for disease localization and use limited amount of annotations [9]. Some
recent works [|13}|20] use entire reports and match image and text features for disease
classification and utilize CAM model for localization. The proposed method computes
ROI-text similarity and weight ROIs for localization, and the attribute classification
module can characterize different properties of a given X-ray image.

3 Methods

3.1 Attribute Extraction

For text features we utilize the clinical reports from the MIMIC-CXR dataset [7]]. These
reports are involved, complicated, and without clear sentence structures to be utilized
directly. Instead, we pre-process this data to extract a dictionary of important text-
attributes indicative of pneumonia location and characteristics. These attributes are key-
words associated with the disease word in the clinical report. For example, the attribute
set for an image with pneumonia can be left, diffuse, basal, etc, where each word de-
scribes the location, structure or characteristic of pneumonia. Figure 2 green boxes and
attributes) show examples of pneumonia annotation and the associated attributes. We
emphasize here that the attribute-set is a set of 22 keywords that is kept constant, this
is described in full detail in the supplementary material. We utilize a modified version
of natural language-based label extractor provided by [|18] to extract these attributes as-
sociated with each image and each disease class. A Word2Vec [[12]] model is trained on
the entire set of medical reports. Using this trained model we extract the text-features
for the limited attribute set. For a given text report T we extract M attributes, and their
features are given as {m;},.

3.2 Box detector and Image Features

An initial box-detector is essential for two-stage grounding methods [5]. Kaggle RSNA
Pneumonia detection challenge [14] provides annotated X-ray images that can be uti-
lized to train a box-detector. It contains ChestX-Ray-8 [|18|] images, with 2560 pneu-
monia annotations (bounding -boxes). Retinanet [[10]] and its variations are the best per-
forming architectures in this challenge, therefore, we train a Retinanet with Resnet-50
backbone. This network produces regions of interest (ROIs) and pneumonia classifica-
tion score. Additionally, we also get the ROI-features coming from the last convolution
map of the network. For a given image I, we extract N ROIs (anchor boxes), the features
are given as {r;}¥ |, the classification scores as {s;}¥;, and the geometric informa-
tion (four box corner coordinates) as {g;} ¥ ;. This Retinanet box detector also acts as
our supervised baseline for evaluating the textual information’s contribution to disease
localization. Once trained, we fix the weights of the box-detector.
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Fig. 1. Network architecture for training the attention based image-text matching for localization.

3.3 Network Architecture and Attention Model

The proposed architecture is shown in Figure[T} the architecture has three major com-
ponents described as follows:

Feature Extractor First the features are extracted for the text and ROI as described
in sections 3.1 and [3.2] respectively. As these text and ROI features are coming from
fixed architectures and not affected by training they are essentially independent and we
need an agency to modify one of them to match to the other. For this, we modify the
ROI features as, ¢, = Wir; + Wo[LN(W,g;)|LN(Wss;)]. The W’s are the weights
applied via fully connected layers which are to be optimized, LN denotes the layer nor-
malization, and [- - - | - - - | denotes concatenation. The modified ROI-features (¢,) and
the text-features m,; (directly from the Word2Vec model) are of the same dimension.
This module is given by blue region in Figure[I]

Attribute Classification The method’s primary goal is to provide selectivity in the
ROIs, i.e., the box-detector will extract a large number of ROIs (via the anchors of
Retinanet [[10]]) and we select the best ones. We want to discover the appropriate ROIs
that can successfully classify the attribute string; for this, we have a two-stage approach
(shown in green in Figure|[T). First, we compute a weight vector from the ROI-features
¢;, called «;. These provide weights on each ROI feature, and we get an aggregate ROI-

N

feature: v = Y «;¢,. Secondly, we utilize v to perform a multi-label attribute clas-
i=1

sification by passing v through a set of fully-connected layers to produce an attribute

probability vector. The classification loss is given by binary cross-entropy between the

target attributes and the predicted attribute probability vector, we denote it as Lpcp.

The ROI weights have another function; it also allows for the selection of ROIs that

matches with the input attributes best in the cross-attention module described below.
Cross-Attention The cross-attention is employed to answer the following ques-
tions: (i) How well does each weighted ROI describe the input set of text attributes?
And (ii) How well does each attribute describe the set of ROIs?. A similar technique is
employed in the stacked cross-attention (SCAN) [8]]. First, we construct weighted con-
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Fig. 2. Examples of localization and attribute classification from MIMIC-CXR test data. Green :
expert annotated boxes and extracted attributes, Red : predicted boxes and attributes.

N
tribution vectors for a given image, attribute pair as, A; = Y o;¢;a;; and B; =
i=1

M
>~ m;b;;. Where, i and j denote the index of ROI and attribute respectively. Finally,
j=1

the a;; and b;; are given by a;; = % , by = % The As are

constants, and s;; represents the cosijne-similarity between ¢; and m;, and is normal-

ized as given in . A ; represents the aggregate ROI feature based on its contribution

to the text attribute m;, and B, represents the aggregate attribute feature based on its

contribution to the ROI feature ¢,. Now, we match the features from two modalities,

i.e., the weighted ROI feature (A ;) should represent the text attribute (m;) informa-

tion (and vice versa). To enforce this another level of similarity is introduced via cosine
; Aij

T . i BT ¢, T
similarity, i.e., R’ = a3t R . = —==iti - Mean similarity values
Yo 1€ Hiewr = &AMy > “roi = Bl y

TOT text*

N Mo
are: Syoi(1,T) = % > R, and Siepe(1,T) = 32 3 RJ..,. These mean similarity
i=1 j=1

values reflect how well a given image I matches with the associated report T.

3.4 Loss Construction and Inference

Along with the classification loss function, we need another loss which enforces the
ROI features to be matched with the input attribute features. We propose to use a con-
trastive formulation by defining negative ROIs (I,,) and attributes (7},). We use the
negative samples and the positive samples (I, 7) to define similarity (S,,; and Stezt
from previous section) and formulate a triplet loss as follows:

»Ctrip = max(ﬁ - Sroi (Iv T) + Sroi (Inv T)a 0)+
max(ﬁ - Stext(la T) + Stert(I,Tn)ao) (1)
B is the triplet loss margin which we set as 0.8 for all experiments. Negative ROIs I,, are

created by taking the set of lowest ranking ROIs coming from the Retina-net box detec-
tor. As Retinanet has pre-defined anchors, we are not filtering out any legitimate boxes
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Table 1. Pneumonia localization performance on different dataset using different methods, the
Retinanet [10] refers to the supervised baseline.

Method Dataset IoU@0.25 IoU@0.5 IoU®@0.75
CAM [22] MIMIC-CXR  0.521 0.212 0.015
GradCAM [16] MIMIC-CXR  0.545 0.178 0.029
Retinanet [|10] MIMIC-CXR  0.493 0.369 0.071
Proposed w/o classification =~ MIMIC-CXR  0.510 0.408 0.097
Proposed MIMIC-CXR  0.529 0.428 0.123
Retinanet [[10] Chest X-ray-8  0.492 0.430 0.115
Proposed w/o classification =~ Chest X-ray-8  0.484 0.422 0.099
Proposed Chest X-ray-8  0.507 0.439 0.114

when obtaining negative anchors/ROIs. Negative attributes T, are the negatives of indi-
vidual attributes in the set, i.e., each attribute word will have its corresponding negative
attribute word. These are chosen by finding the nearest word to the given attribute using
the pre-trained word2vec model. Hence, the final loss is given as £ = Ly,jp+Lpc k. In-
ference: We utilize the ;s as weights for ROI selection, and following that we perform
non-maximal suppression to remove redundant ROIs. As our inference only depends on
« we do not require any text input during the testing.

4 Datasets and Implementation Details

The Retinanet trained on the RSNA challenge data (described in section [3.2)) is used
as the initial box-detector in all the experiments. For training the proposed model we
utilize the MIMIC-CXR dataset [[7], it is a large-scale dataset that consists of 473,064
chest X-ray images with 206,754 paired radiology reports for 63,478 patients. We pro-
cess each clinical report associated with a frontal X-ray image to extract the attributes
(described in section [3.1]). As there are only limited set of clinical reports with the at-
tributes in the fixed set of 22 keywords, we only utilize the images corresponding to
pneumonia and having at least one of the attributes in this set, which results in 11,308
training samples. We train the proposed network on this subset of MIMIC images with
early stopping at 185 epochs as the validation loss reaches a plateau (less than 0.1%
change in 10 epochs). This trained model is used to perform quantitative and qual-
itative evaluations in the results section. We divide the data into 90%, 5%, 5% as a
training, validation and testing split. We would also like to quantify the effect that an
attribute classification module would have on the localization performance, therefore,
we train another model without the classification module with just the triplet loss (Eq.
[I). Additional information about the hyperparameters selection and other implementa-
tion details are in supplementary material. For evaluation on MIMIC-CXR we have a
held out set of 169 images (part of test split) with pneumonia that are annotated by a
board certified radiologist. We also evaluate on Chest-X-ray-8 dataset just utilizing the
120 annotations given for pneumonia as our test set. Finally, we perform a qualitative
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evaluation on COVID-19 X-Ray dataset [4] that contains 951 X-ray images acquired
from different centers across the world and many images have associated medical re-
ports/notes. Due to different acquisition centers, scanners and protocols across the data
the intensity profiles and chest positioning has a huge variation among them.

5 Results

5.1 MIMIC and Chest X-ray-8 Dataset

We use bounding boxes annotations of MIMIC-CXR images to test pneumonia local-
ization performance (169 annotated images as described in Section [d). For evaluation
of localization performance, we employ intersection over union (IoU) evaluated at dif-
ferent thresholds of overlap. The quantitative results are provided in Table [T} where
we see that introduction of the textual information improves the IoU score from the
supervised baseline. Our method provides a different score for selecting ROIs com-
pared to the supervised baseline, which is trained on a limited and controlled data that
might degrade performance in cases with domain shifts. We also see that the proposed
network, when trained without the attribute classification module performs worse as
compared to one trained with it. Additionally, we also compare against CAM [22] and
GradCAM [16] that use disease classification to perform localization using the activa-
tion heatmap. We threshold the heatmaps to generate the bounding boxes from these
methods and use same evaluation as described for proposed method. We see that the
proposed method outperforms (especially at 0.5 and 0.75 thresholds indicating better
localization) these other weakly-supervised methods. We also use the MIMIC-CXR
trained model to evaluate the performance on ChestX-ray-8 [[18]] dataset, we only use
data containing bounding box for pneumonia and not other diseases. The quantitative
results using the supervised baseline as well as the proposed method is given in Table[]
and shows the proposed method outperforms the supervised baseline and without clas-
sification model. The attribute classification accuracy on the test set for MIMIC-CXR
using the proposed method is 95.6% with an AUC of 0.84. Qualitative localization and
attribute prediction is shown in Figure 2]

5.2 COVID-19 Dataset

COVID-19 dataset of Chest X-Ray [4] is an important use-case for pneumonia charac-
terization. We use the X-ray images from this dataset as an evaluation set on a model
trained on MIMIC data. We look at specific cases and compare them with the reports;
for the most part, the predicted attributes align with the information in associated re-
ports. Two such interesting findings are shown in Figure [3] In (a) the two scans of the
same subject are shown, these are taken at day 0 and day 4. We notice that our model
predicts the attribute (especially “severe”) on day 4 scan, which is also suggestive from
the report snippet shown below the images. In (b), despite images being very saturated,
our model characterizes well and differentiates two cases as in report snippet.

Another aspect of pivotal importance is being able to characterize the severity of
pneumonia. In addition to the Chest X ray images the dataset also provides a measure
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..The consolidation in the right lower zone on ! Case 1(left). Diffuse, dense bilateral airspace

day 0 persist into day 4 with new consolidative i1 consolidations ...
changes in the right midzone periphery and Case 2(right). Diffuse airspace opacities in both lungs,
i perihilar region... (a) i less consolidative in comparison to part A. ... (b) !

Fig. 3. Example case studies for pneumonia characterization from the COVID-19 Chest X-Ray
dataset. The images, predicted attributes and localization, report snippet are shown here.
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Fig. 4. Correlation between the attribute probabilities( P(mild) and P(severe)) and the ground-
truth aggregate severity scores from experts.

of severity for a subset of the overall dataset, this subset contains 94 images and their
severity is quantified via geographic extent mean as described in [3]. It describes the
extent of lung involvement by ground glass opacity or consolidation for each lung. The
severity are mean of 3 expert ratings from 0-8 (8 is most severe). We hypothesize that
the probability value associated with the attributes “severe” and “mild” can describe
severity. We compute Pearson and Spearman correlation between the attribute prob-
abilities and the ground truth severity scores, as well as other statistics quantified in
Table[2] Statistics are evaluated using 5-fold cross validation on 94 cases. The p-values
for the computation of each correlation is < 10~!° demonstrating a near 100% confi-
dence that these correlations are statistically significant. This is showcased in Figure ]
A high positive correlation with P(severe) and a high negative correlation with P(mild)
is in line with our hypothesis.
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Table 2. Attribute probabilities compared to expert given severity. CC = correlation coefficient,
R? = coefficient of determination, MAE = mean absolute error, MSE= mean squared error

Attribute Pearson CC Spearman CC R? MAE MSE

Severe 0.82 £ 0.001 0.84 £+ 0.005 0.59+0.09 0.14+0.02 0.032 £ 0.008
Mild —0.75+0.003 —-0.84=£0.02 0.56+0.04 0.15£0.01 0.035=+0.005

6 Conclusion

This paper introduces a novel attention-based mechanism of leveraging textual informa-
tion from medical reports to inform disease localization on corresponding images. The
network also comprises of a jointly trained attribute classification module. We showcase
that the proposed method performs better than the supervised and other weakly super-
vised baselines. To showcase disease characterization, we test the model on COVID-19
dataset and qualitatively demonstrate that the attributes can characterize the images
and perform localization even with extreme image variation. Furthermore, we perform
severity characterization using our model that provides a statistically significant corre-
lation with expert given severity ranking of COVID-19 X-rays.
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