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We present a cascaded variational quantum eigensolver algorithm that only requires the execution of a set
of quantum circuits once rather than at every iteration during the parameter optimization process, thereby
increasing the computational throughput. This algorithm uses a quantum processing unit to probe the needed
probability mass functions and a classical processing unit perform the remaining calculations, including the
energy minimization. The ansatz form does not restrict the Fock space and provides full control over the trial
state, including the implementation of symmetry and other physically motivated constraints.
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I. INTRODUCTION

Quantum computing (QC) offers inherent advantages over
classical computing for solving certain mathematical tasks
[1-8]. One of the most promising application areas is the
simulation of quantum-mechanical systems [7,9,10]. Because
the dimension of the Hilbert space that comprises the quan-
tum states of a fermionic system increases exponentially with
the system size, performing operations on this space is an
intractable task for conventional classical computers for all
but the smallest systems. A quantum computer, on the other
hand, can process such a Hilbert space by mapping it to
the Hilbert space of a quantum register—the size of which
increases exponentially with the number of qubits—and then
performing quantum gate operations on this register.

The two main algorithms for QC calculations of quantum-
mechanical systems are the quantum phase estimation algo-
rithm [11] and the variational quantum eigensolver (VQE)
algorithm [12]. By recruiting classical computers for com-
putationally efficient tasks, the latter algorithm requires
relatively few gate operations, which limits the decoherence
during the computations. As less exposure to decoherence
allows for higher computational fidelities, this algorithm has
a reduced need for quantum error correction, making it ideal
for current noisy intermediate-scale quantum computing [13].
Since its introduction, the VQE algorithm has been applied to
calculate the ground-state energy of a number of systems in
chemistry and physics [12,14-33].

One downside of the VQE algorithm is that the compu-
tational throughput is limited by the large number of needed
quantum circuit executions on the quantum processing unit
(QPU). For each energy minimization, this number is the
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product of the number of nonzero coefficients in the Pauli
expansion of the Hamiltonian that describes the system times
the number of shots in the sampling process times the number
of iterations in the optimization process times the number of
energy values needed per iteration in the chosen optimization
routine. The limitation is in part caused by the dependence
of the quantum circuits on the variational parameters, which
intertwines the sampling and optimization processes and re-
quires that the quantum circuits be executed again every time
the parameters are updated. To address this challenge, we pro-
pose the cascaded variational quantum eigensolver (CVQE)
algorithm, in which the variational parameters are exclusively
processed on the classical processing unit (CPU). The QPU is
still needed to implement and measure a guiding state to yield
probability mass functions that are then used in the optimiza-
tion process. This approach is possible because, even though
the dimension of the Hilbert space increases exponentially
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FIG. 1. Schematic of an implementation of the cascaded vari-
ational quantum eigensolver algorithm. The QPU executes a set
of quantum circuits, each generating a unique quantum state
RU|0) that when measured yield a family of occupation numbers
(n1, ny, ..., ng) recorded as n,. Repeating the same measurements
multiple times for different R produces collections of families (nf)
that are passed on as input to the CPU. The CPU uses these samples
together with a parameter vector @; to compute derivatives of the
energy E () of the trial state |\W(0)) at # = 0, by obtaining sample
means for Y(0;), A(6y), VY(6;), and VA(6;) in Egs. (14) and
(21). These derivatives are then used to generate a new parameter
vector 6., using some optimization method f[VE(6;),...], and
the process is repeated until the optimization has been completed
and the sought minimum energy obtained.
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with the system size, the number of variational parameters
in any VQE algorithm can at most increase polynomially—
or else the amount of needed computing resources would
grow exponentially. Another benefit of the separation of the
quantum circuit executions on the QPU and the optimization
process on the CPU is that the optimization process in the
CVQE algorithm partly compensates for the errors introduced
during the quantum circuit executions.

As illustrated in Fig. 1, given the samples from an initial
set of measurements on the QPU, the energy minimization can
subsequently be completed on the CPU alone. By breaking the
back-and-forth between the QPU and CPU in every iteration
of the optimization process in the VQE algorithm, the CVQE
algorithm reduces the number of quantum circuit executions
by the factor of the number of energy values that needs to
be calculated during the optimization process. For instance,
consider an optimization process that estimates the gradient
using the simultaneous perturbation stochastic approximation
[34], which requires 2 energy values per iteration, and needs
250 iterations (cf. the calculations of BeH; in Ref. [18]). The
computational throughput using the CVQE algorithm would
in this case be increased by a factor of 500. In other words, we
could now complete calculations that would previously have
taken months in a matter of hours.

II. METHOD

In order to demonstrate the method behind the CVQE
algorithm, consider a system of identical fermions described
by the Hamiltonian A and let the antisymmetric Fock space F
serve as the representation space for the quantum states of this
system. Our goal is to get an upper bound for the ground-state
energy E, of the system by applying the variational method of
quantum mechanics, which can be stated as

E, < minE(), M

where @ is a variational parameter vector in the parameter
space ®, which is a subset of the d-dimensional real coordi-
nate space R, and E () is the energy of the trial state |¥(6))
in the ansatz.

We construct the trial state |W(#)) from the normalized
guiding state

W) = U |0), 2

where U is a unitary operator and |0) is the vacuum state
in F, that we prepare on the QPU for sampling. In contrast
to the unitary operators applied on the QPU in the com-
monly used unitary coupled cluster ansatz [12,14,15,35-49],
the hardware-efficient ansatz [18,50-57], and those used in
various adaptive or trainable VQE algorithms [58-66], we
require that U be independent of 6. Instead, we introduce the
dependence on 6 through the operator ¢*® that transforms
|Wy) to our trial state

W(9)) = @ W), 3)

where 4(0) is an operator. Consequently, the energy of |\W(0))
is of the form
(6)

E®) = a0 “

—_
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FIG. 2. The energy E(¢,¢) of the singlet two-electron trial
state |W(p, ¢)) of the two-site Hubbard model with the Hamil-
tonian H =13, (¢}, c;, +He) +U Y, CtTCIleCtT’ where ¢ and
U are coefficients and i € {0, 1} and o € {1, |} are site and spin
indices, respectively, so that all index pairs are elements in the
one-electron index set (01,0, 11, 1]). The parameter space has
been restricted by letting A, — ico for all families n of occupa-
tion numbers, except for those associated with two electrons with
a zero z component of the total spin. Permutation symmetry re-
quires that singlet states transform as Aj, in the point group Dug,
which means that |W(p, ¢)) is a linear combination of |¥;) =
(10110) + [1001))/+/2 and |W,) = (J0011) + [1100))/+/2. This re-
quirement is imposed by the symmetry constraints Aojj0=A1001 =
A and Ago;; =Ai100=—A. The parametric equation A = A(p, ¢) =
¢/2 —ilntan (3 +%)/2 is defined on the parameter space {(¢, ¢):
pe(—n/2,m/2), p e(—m, m]}, where ¢ and ¢ represent the latitude
and longitude, respectively, on a sphere. The energy E (¢, ¢) for
t/U = —0.158 is shown in color in (a) with the colorbar in (b).
The red curves trace the gradient-descent path along ¢ = 0 from the
initial guiding state |¥o) = (|¥;) + |¥,))/+/2 to the ground state at
¢ ~ 1rad.

with the expectation values

Y(0) = (Wole ™™ OHAO ), (52)

AB) = (Wole* D™D wg) . (5b)

To make further progress, we need a basis for the Fock
space F. First, however, we introduce the totally ordered in-
dex set Q for the basis (|¥,))sc0 for the one-fermion Hilbert
space H. The cardinality Q of this set (i.e., the dimension of
‘H) is herein our measure of the system size. Each ¢ € Q has
an occupation number n, in {0, 1} that is zero if |1/,) is unoc-
cupied and one if it is occupied. Each family of occupation

numbers n = (ny),eo in the Cartesian power N = {0, 1@
identifies the associated operator,
= 1_[ (c:; ), (6)

qeQ

on F, where ¢! is the fermionic creation operator for each
q in Q. Using these operators, we generate the Fock states
|n) = C; |0, for all n € N, and then select the set of all Fock
states {|n)} to be our basis for F.

We choose the operator A(6) be diagonal in this basis, so
that

(0) =" 2.(0)In)(nl, (7
neN
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TABLE I. The coefficients h;, operators Cn +C,~, families n,i, subsets Q, and @l, and subfamilies 1'1,i and ﬁ,i for each interaction in the
two-site Hubbard model with the Hamiltonian 11-? =t ZU (cggcla +H.c)+U Zi c;c;lci 1Cips where t and U are coefficients and i € {0, 1}
and o € {1, |} are site and spin indices, respectively, so that all index pairs are elements in @ = (01,0, 11, 1]).

-

hy Circ"f nt n 9 o) i it i i

f cen (1,0,0,0)  (0,0,1,0) (O, 1) (04, 1]) 1,0)  (0,0) O, (0,0

t cliey ©0,0,1,0)  (1,0,0,0) (O, 11) (04, 1]) O, (0,0 (1,0) (0,0

Lode, ©0,1,0,00  (0,0,0,1) (04, 1)) (O, 11) Lo (0 on 09

r el ©0,00,1)  (0,1,0,0) (O, 1)) O, 11) ©.1) (0,0 (1,O) (0,0
chich oy (L1,0,0)  (1,1,0,0) () 01,04, 14,11) () (1,1,0,0) () (1,1,0,0)

U didene, 001D 00LD (O 01,04, 14,11) () ©0,0,1,1) () 0,0,1,1)

where A,(0) € C are complex parametric equations. Our trial
state in Eq. (3) can thus be expressed as

(W) =Y e Wy, |n), ®)
neN

where W, is the component of |W,) associated with |n). This
form is both general and intuitive. It is general because if
we choose our set of parametric equations {A,(#)} to be a
surjective map of ® onto C?° and our components W, to
be nonzero, for all n € N/, then the ansatz covers the entire
Fock space. It is intuitive because each A,(@) is associated
with a Fock state |n), which allows us to both exclude spe-
cific Fock states by letting A,(#) — ioco and impose symmetry
constraints provided in terms of Fock states on our set {1,,(0)}.
An example of a set of parametric equations that both ex-
clude states and impose symmetry constraints is provided
in the caption of Fig. 2 and in Appendix A, for a singlet
two-electron trial state of the two-site Hubbard model. We
can even choose our ansatz to depend on number operators as
in the recent implementation [67] of the Jastrow-Gutzwiller
ansatz [68,69] within the CVQE algorithm, where 1, (0) =
> yqc0 iqgngng. Last, through the implementation of the
guiding state | W) on the QPU, we could create ansatzes closer
to the ground state than could be achieved by classical meth-
ods such as the Hartree-Fock method and variational Monte
Carlo.

Because the dimension of JF increases exponentially
with the system size, we cannot generally diagonalize
e MO F ¢ on a CPU for large Q. Instead, we note that the
expectation value of an operator is a linear function, which
allows us to expand the expectation value in Eq. (5a) and diag-
onalize the operator in each expectation value independently.
Before doing so, however, we express the Hamiltonian, using
the operators in Eq. (6), in the form of

A=>"n C,ITC”;, )
lel

where the set £ contains all indices, for which the coefficients
h; € C are nonzero, and the families n?E = (n?;)qgg in \V are
defined by the terms

1, ifc’ is present,
nt = ! P (10a)
0, if c!, is not present,
1, if ¢, is present,
n, = (10b)
la {0, if ¢, is not present.

As an example, the coefficients and families for the two-site
Hubbard model have been provided in Table I.

We assume that each [ € £ only affects a subset of the one-
fermion states, which we identify by the index set Q; C Q,
and that the number of these states Q, (which is no more
than two for one-fermion interactions, four for two-fermion
interactions, etc.) does not increase with system size Q. We
also define the complementary set @; C Q, which contains
the indices of the states that are unaffected by the interac-
tion, and unlike the former, the number of these latter states
qu = Q — Oy does increase with system size. Note that the
dot and arrow accents herein refer to “a few specific” and
“all the many other” indices in Q, respectively. By affected
states, we mean states with either an associated creation cZ
or annihilation operator ¢, in the Hamiltonian term—but not
both, as a number operator 71, = c;cq could then be formed,
which except for a scalar leaves the states intact. Thus, the
complementary index sets can be expressed as

Q =(qeQ:n#n),
O =(qe€Q:nfy=np). an
Using these sets, we split the families » with the map
n > ni 12)

into pairs of subfamilies 72 and 7 of n, for all n € A/, where by

definition the occupation numbers are matched so that
fiy =ng, forallge Q,
forallg € 9. (13)

>4 —_—
ng =ng,

As Appendix B shows, this separation allows us to expand
each term in the Hamiltonian in Eq. (9) using a complete
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set of 29" Hermitian operators, all of which we diagonalize
analytically using a set of unitary operators {R;,,} indexed
by M; = {x, y}<'. After this diagonalization, we find that the
expectation values in Eq. (5) can be expressed as

=ik, (0) ix._.(0) A B
YO =)D > vime T e | (WolR], In) 7,

leL meM; neN

(14a)
AB) =) e 2O (woln) |7, (14b)
neN
where the complex coefficients are
ﬂ/h[
Ulmn = gNanllen’ (15)

where m; € {£1} is given by the permutation that separates
the fermionic operators indexed by Q; and @;, and the fac-
tors Ny, Vi, and Z;,, are provided in Egs. (B13), (B18), and
(B25), respectively. See Appendix A and B for an application
and derivation of Eq. (14), respectively, and the origin and
meaning of each factor in Eq. (15).

As the guiding state |W,) is prepared on the QPU, we
need a map from the Fock space to the Hilbert space of
quantum states of the QPU qubit register. Because qubits
are distinguishable, the Hilbert space for a qubit register is a
tensor power of the two-dimensional one-qubit Hilbert space
H. For there to be an isomorphism between the Fock space and
this tensor power, we need a register that comprises exactly
Q qubits, so that dimH®C equals dim F. We let {|0), |1)}
be our basis for each qubit space H and define the isomor-
phism F — H®? by mapping the Fock states |n) to the tensor
products

n) = () Ing) (16)

qeQ

for all n € AV. This Jordan-Wigner mapping [10] transforms
the guiding state |Wy) to itself and thus preserves all its
components Wy,. This makes it straightforward to construct
a quantum circuit for U that uses —X— gates to generate the
ground state |n*) of some model of the system within the in-
dependent fermion approximation, for which the components
are Wg,~, and from there introduce weights associated with
other Fock states by adding additional gates.

The unitary operators used in the diagonalization are rep-
resented by

Rin = @ BB Q1. an

(1691 qGQz

on H®? for all families m = (mq)qu[ in M;, where the op-
erator 7; is defined such that it permutes the operators on
the individual Hilbert spaces H in H®C to the order given by
Q (cf. Appendix B), R, and I?y are operators that describe
one-qubit rotations around the x and y axes by 7 /2 and —m /2,
respectively, and [ is the identity operator on H. The rotation
operators R, and I?y can be implemented in a circuit using the

gate sequences —/X — and —X —H— (or —H —Z-), respectively.

III. SAMPLING

In our sampling on the QPU, we use the fact that the prob-
ability that a measurement in the basis {|n)} for H®? would
collapse the state R |Wy), for any unitary operator R, to the
state |n) associated with a particular outcome # in the sample
space N is given by the probability mass function

P[RWy > n] = | (Wo|R|n) | (18)

By performing S identical measurements of R|W¥,) and
recording the outcome 7, of each shot s in some set S, we
obtain a collection of families (Vlf)_yeg. Given this sample,
we can then apply the law of the unconscious statistician and
approximate the expectation value of a function g(n) with the
arithmetic mean, which yields

N 1 5
> g PRYy >l ~ = 3 g(nf), (19)

neN seS

where the sample size S is chosen such that the desired statis-
tical accuracy is attained.

Depending on the particular ansatz of interest—which re-
markably could even depend on the sampling itself through
the parametric equations—there is not necessarily a unique
approach to calculate the expectation values in Eq. (14). One
approach that is guaranteed to work is to collect samples for
all the unitary operators R;,, (and the identity operator if it has
not already been included). We find that the number of these
samples equals the number of nonzero coefficients in the Pauli
expansion of the Hamiltonian in the VQE algorithm. After
applying Eqs. (18) and (19), the number of terms in Eq. (14)
only increase polynomially with the system size. Thus, we can
then calculate the energy E (@) in Eq. (4), for any variational
parameter vector @ in ®, using the CPU. Consequently, by
reusing the collected samples, we perform the optimization
entirely on a CPU. The total number of quantum circuit ex-
ecutions in CVQE is in the most general case given by the
number of samples times the number of shots. As mentioned
above, the number of quantum circuit executions in CVQE has
as a result, compared to VQE, been reduced by the factor of
the number of energy values that needs to be calculated during
the optimization process.

IV. OPTIMIZATION

Because the energy minimization in the CVQE algorithm
is efficient on a CPU, many optimization methods and imple-
mentations become available. One approach is to calculate the
energy gradient

A@)VY(O) — T(@)VA@)

VE®6) = : 20
) 0 (20)
using the gradients
=i, (0) A
vVY(0) :Z Z Z Ulmn€ R )e Fipa®
leL meM; neN’
X [=iV A5 (0) + iV Az (O)] [ (Wo K], ) 2,
(21a)
VA®) =) e 2™ O[—2V Im 1,(0)]] (Woln) >, (21b)
neN
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using the collected samples and analytical derivatives for the
gradients of the parametric equations. The energy gradient,
along with higher derivatives, if needed, can be used in any
iterative optimization method in the form of

Orr1 =0k + fIVEO), ... ], (22)

where each k = 0, 1, 2, ... successively generates a new pa-
rameter vector, starting from the initial trial vector 6y, and
fIVE(0y), ...] is a functional that defines the method. One
method of this form is gradient descent f[VE(#y),...] =
—yx VE(0;), which we used for the optimization in Fig. 2 with
the step size y;, = 1 (for more details, see Appendix A). If
converged, then the solution vector 6* minimizes E (@), and
the energy E(0*) is the sought upper bound for the ground-
state energy.
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APPENDIX A

To test the closed-form expression of the energy E (@) in
Eq. (4) given by Eq. (14), let us consider an electronic system
described by a two-site Hubbard model, for which we can
obtain the energy directly by calculating the expectation value
analytically for all @ in the parameter space ®.

If we denote the site i € {0, 1} and the spins o € {4, |},
then the Hamiltonian for this system can then be expressed as

H=t Z(cgocm +He)+U Zﬁmfm, (A1)
where ¢+ and U are the model hopping and Hubbard-U pa-
rameters, respectively. Following the approach in the main
text, we introduce the basis {|;,)} for the four-dimensional,
one-electron Hilbert space formed by the four states |¢,,) =
c:fa |0) indexed by the site-spin set Q = {01, 0], 11, 1]}. We
construct the basis {|n)} for the Fock space F from the Fock
states |n) = CJ |0), which are labeled by the families n =
(niy), where n;, is the number of electrons in |y, ). From
Eq. (6), which in this example is given by

cy =]k (A2)

we find that the Fock state [1001) = c;,cj, |0), say, can be
identified by the family that has one electron in |04 ), zero
electrons in |, ), zero electrons in |14 ), and one electron in

[V1y)-
For our test demonstration, we choose our guiding state
|Wy) in Eq. (2) to be defined by
N 0)(0] 4 10)(1 1)(0] — |1)(1
U:®| {01 + 10) (1] + [1) (0] — [1)( I’
q€Q V2

so that we can calculate the probability mass functions in
Eq. (18) analytically. This allows us to also calculate the

(A3)

energy using Eqgs. (4) and (14) analytically and verify the
result against the expectation value of the Hamiltonian in the
trial state |\W(@)). If one instead were to perform the sampling
of the guiding state

(A4)

1
Wo) =7 > In)

neN

on the QPU following the CVQE algorithm as illustrated
in Fig. 1, then the operator U would be implemented by a
quantum circuit that executes a Hadamard gate —H—, for each
qubit in the register.

We are specifically interested in the two-electron, spin-
singlet ground state. In our basis {|n)} for F, there are six
two-electron Fock states, four of which with the z component
of the total spin being zero. These states are |0011), |0110),
[1001), and |1100). We also note that the two-site Hubbard
model has point group symmetry D, and the relevant sym-
metry operation with respect to the mentioned four Fock
states is the inversion operator. Our goal is to form symmetry-
adapted states, which are either symmetric or antisymmetric
under inversion. Because electrons are fermions, the states
must be antisymmetric with respect to the exchange of the
two electrons. As spin-singlet states are antisymmetric under
this exchange, our spatial symmetry-adapted states must be
symmetric with respect to the electron exchange. This requires
that the ground state transforms as the irreducible representa-
tion Ay of Doy, There are two such symmetry-adapted states
that can be formed by the basis states [0011) , [0110), |1001),
and [1100). They are

1
(W) = EGOIIO) + (1001)), (ASa)
[¥,) = L(|0011) + [1100)). (A5Db)

V2

It can easily be verified that both |W;) and |W;,) are symmetric
under inversion, which in the two-site Hubbard model ex-
changes the sites 0 and 1. To impose this required symmetry,
we choose Agi19 = Aigor = A and Agoir = A0 = —A, and
A, — ioo for all families n not in {0011, 0110, 1001, 1100},
where

Y

Mo, ) = % - élntan (%+5>, (A6)

is defined on the parameter space © = {(¢,¢):p€

(—nm/2,7/2),pe(—m,m]}. This form of A(ep, )
conveniently represents the normalized trial state
e i
W(p. ¢)) = sin T +% )2 1wy
4 2
+ cos <%+§)ei¢/2 W) (A7)

on the Bloch sphere, where ¢ and ¢ are the latitude and
longitude, respectively, and |¥;) and |\¥;,) are the north and
south pole, respectively (cf. Fig. 2).

For our choice of U, the probability mass function for a
measurement of the guiding state |Wy) is

1
P[Vor>n] = —.

6 (A8)
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After some algebra, one finds that the energy denominator in
Eq. (14b) for this model is

Alp, @) = (A9)

4cosg’

Before we can calculate the corresponding energy numer-
ator in Eq. (14a), we need to identify the coefficients h; and
families n]i in Eq. (9) for the Hamiltonian in Eq. (A1). This is
straightforward as the coefficients h; are directly given and
the families n;" and n; merely identify which index pairs
ioc € {01,0, 11, 1]} have creation and annihilation opera-
tors, respectively, in the term /. For example, the first term
in Eq. (A1), ¢ c&cm, corresponds to ) =t, nf =(1,0,0,0),
and n; = (0,0, 1, 0) in Eq. (9). For a full list of the identified
coefficients and families, see Table 1.

For each interaction [ € £, we also need to identify the
affected index pairs io € Q, which form the subset Q. This
and its complementary subset are given by Eq. (11) and also
provided in Table I. Note that the index pairs for number
operators are not considered affected, and therefore, the subset
Q, is empty for the two-electron terms. Once the affected
and unaffected subsets have been defined, we split the family
of occupation numbers in nfc into a collection of occupation
numbers affected nli and unaffected ﬁli by each interaction, in
accordance with Eqgs. (12) and (13). The resulting collections
are also provided in Table I.

Next, we need to identify the coefficients in Eq. (15). The
sign m; can be negative only for interactions that contain
creation, annihilation, and number operators; permutations of
creation or annihilation operators ordered by Eq. (6) may then
be necessary for the number operators to form. As this is not
the case for any of the interactions in the Hubbard model, we
have m; = +1 forall/ € L.

The coefficients N, in Eq. (B13) incorporate a Kronecker
delta function for each number operator in the interaction,
which ensures that an electron occupies each spin orbital that
has a number operator. These coefficients are unity for all
one-electron terms in the Hamiltonian and 6,,,18,,1 for the
two-electron terms identified by the site i. Thus, only when
there are two electrons on site i does the corresponding two-
electron term contribute to the energy. The coefficients V},,
in Eq. (B18) contain the phase factors that result from the
expansion of the interaction terms represented on the qubit
register Hilbert space. They are listed for each interaction in
the Hubbard model in Table II .

To determinate the probability mass function for measure-
ments of the state R, |Wy), we first note that the guiding state
in Eq. (A4) is represented by the tensor power

|Wo) = |4)¥2, (A10)
on H®Z, where |+) = (|0) + |1))/+/2. From the maps
Re|4) =e |4, (Alla)
Ry |4) =10), (Allb)
then follow the probability mass function
5 1 Bingx ~Sgy
PIR o> nl = I1 (anqg 4 20ng ) (A12)

qeQ;

TABLE II. Applicable expansion coefficients V;,, for each inter-
action identified by C", C,- and the expansion index m.
n

CI? Gy Vio Vicw  View  View  View
ORI +1 +i —i +1
¢l 1o +1 —i +i +1
cher, +1 +i —i +1
¢} co, +1 —i +i +1
CSTC&CNCOT +1

CIT(JLCuCIT +1

Using this probability mass function, the numerator in
Eq. (14a) can be expressed as

t U
Y(g.$) = 5 cos2Re Mg, §)] + gez‘“‘”‘f% (A13)
where we have used

1 D> VinZin PRy W > n] = %

E (Al14)
meMi e N’

for all interactions [ € £, where N = {0, I}Q’. Inserting
Eq. (A6) into Eq. (A13) and dividing by Eq. (A9), finally
yields the energy

E(gp,¢)=2tcos<pcos¢+%(1 —sin(p). (A15)

To verify the above result, we find the Hamiltonian matrix
elements

(WilA W) =0,
(W [H|W,) =2,
(Wo|H W) =21,
(W2l |¥2) = U, (A16)
and apply these to calculate the expectation value
E(p,9) = (W(g, $)IH|V(p, ¢)) . (AT7)

of the Hamiltonian in the trial state in Eq. (A7). As ex-
pected, we find the same expression for the energy shown in
Eq. (A15). Note that this direct calculation is of course not
generally available as the dimension of the space that the trial
state and Hamiltonian is represented on increases exponen-
tially with the system size. As shown herein, however, the
energy in Eq. (4) can still be obtained with CPU resources that
only increases polynomially with system size by calculating
Eq. (14), provided that measurements samples have first been
collected on the QPU so that the sample mean in Eq. (19) can
be applied. The gradient of the energy is

U
VE(p, ¢) = —<2t sin ¢ cos ¢ + 5 cos <p>ew —2tsing ey,

(A18)
where e, and ey are the standard basis vectors for a spherical
coordinate system with a constant radius. Using the same
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TABLE III. Optimization of the parameter ¢ in the ansatz for the
two-site Hubbard model (/U = —0.158) and the associated energy
E(¢x, 0).

@i (deg.) E (¢, 0) (units of U)
0 0.1840
35.1077 —0.0461
47.5575 —0.0822
53.0757 —0.0896
55.5872 —0.0911
56.7362 —0.0914
57.2624 —0.0915
57.5034 —0.0915
57.6138 —0.0915
57.6644 —0.0915
57.6875 —0.0915
57.6981 —0.0915
57.7030 —0.0915
57.7052 —0.0915
57.7063 —0.0915
57.7067 —0.0915
57.7069 —0.0915
57.7070 —0.0915
57.7071 —0.0915
57.7071 —0.0915

basis vectors, the parameter vector is

0=ge, + pey. (A19)

Starting from the initial trial vector 6y = 0, the new parameter
vectors in gradient descent are given by

i1 =0 — VE(B)), (A20)

for k =0,1,2,..., where we have chosen the step-size pa-
rameter y; = 1 in Eq. (22). In coordinate form, we have

i U
Qr+1 = @r + 2t sin @ cos ¢y + 5 OS¢k, (A21a)

Gry1 = ¢ + 2t sin ¢y (A21b)

As ¢9o=0, we find from the latter equation that
¢ = 0, for all k. For negative ¢, we find that 3°E /3¢ (¢, 0) >
0, for ¢ € (—m /2, /2), and thus ¢ = 0 is a minimum in
the direction es. The optimization in the direction e, is
given by Eq. (A21a) with cos¢y = 1. The first 20 param-
eters ¢y are shown in Table III. The minimized solution is
(¢*, ¢*) =~ (57.7071°, 0) and the associated minimized en-
ergy E(¢*, ¢*) ~ —0.0915U.

APPENDIX B

A critical component of the CVQE algorithm is the closed-
form expression for the energy E(f) in Eq. (4) given by
Eq. (14) that can be calculated efficiently on the CPU for any
parameter vector @ in the parameter space ® using Eq. (19)
with the measurement samples collected priorly on the QPU.
Below, we provide more details on how Eq. (14) was derived
from the expectation values in Eq. (5).

To calculate expectation values with the assistance of a
QPU without having to introduce extra ancillary qubits, the
operators in the expectation values must be diagonal in the
measurement basis. The challenge is that diagonalizing the
operators in Eq. (5) analytically or numerically is generally
hard as the dimension of the Fock space dim F = 29 in-
creases exponentially with the system size Q. Fortunately,
however, the expectation value of an operator is a linear
function. Thus, if we consider the system of interest being a
collection of interactions indexed by £ and described by the
Hamiltonians

H =hC.C,. (B1)
1

on F, for all [ € L, the expectation value in Eq. (5a) is the
linear combination

(Wole™ ™ @R VW) =3 (Wole ™ VM| W) (B2)
lel
over the individual interactions.

The order of the creation and annihilation operators in H;
imposed by index set Q via Eq. (6) is generally fine, except for
those interactions with some—but not all—creation and anni-
hilation operators forming number operators. In that case, the
creation and annihilation operators might need to be reordered
to allow for all possible number operators to form. One order
that always works is given by the permutation 7; defined such
that the mapping 7; : Q@ — Q produces

Q- O ~ Q. (B3)

where —~ refers to concatenation (i.e., th(; order of indices in Q
is preserved except that all indices g € Q; have been moved to
the leftof all g € @1). To obtain this order among our creation
and annihilation operators, we apply the inverse permutation
frl_l to each instance of the operator in Eq. (6), so that

= [ [1 (c;w} (B4)

qer Q

for all n € N. From the fermionic anticommutation relation
{cg, cg} = 0, forall g¢' € Q, it then follows that

:
A =mh1[ I (c;)"fq}[ [1 (cf,)”fq} . (BY)

qef Q qem Q

for all I € L, where the sign 7; € {£1} depends on the fam-
ilies nljE that, along with the coefficient #; € C, specify the
interaction as described in the main text. The order of the
creation and annihilation operators given by the permutation
7; allows number operators 7, = cgcq, for all ¢ € Q, to form
at the interface between the two products in Eq. (BS). As

[Aig, ¢}1 = [Aig, cg] = 0, forallgg' € Q : q 5 ¢, we find that

H = mh Ny, (B6)
where
¢ = [ ]"[(c;‘;)ﬂ[ ]‘[(c;;')”w} . BTy
q€Q; q€Q;
No= T " (B7b)
qEQI
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Before proceeding, let us turn to the other operator e'*®
in Eq. (B2). Defining the projection operator P, = |n)(n| and
using the property P,Py = 8, P,, for all n,n’ € N, one finds

from the Taylor expansions of ¢*® and e*® that

O =" e Op, (B8)
neN

Because P, is diagonal in the basis {|n)}, it can be represented
by a product of number operators. Moreover, because these
number operators commute, we can put them in any order,
including the order given by the permutation 7;. Using the
map in Eq. (12) that is associated with the perturbation map
in Eq. (B3), this order yields

SO _ Z eixhﬁ(o)phlsﬁ’ (B9)
i
where the two projection operator factors can be
expressed as

By = [T agr1 = )=, (B10a)

qEQl
b= T ag' @ — g (B10b)

qed,

Again after applying Eq. (12) and the commutation prop-
erty of number operators, we can write the operator products
in Eq. (B2) as

e—iM(a) ﬁz ei?\(o) = mhy Z —ik35(0) pikivi (8) Pﬁ Cz N

nnn'in’

PN, Py
(B11)

for al} [ € L. From the fermionic anticommutation relation
{cq, C('/} = 84y, for all gq’ € Q, follows

pflé]ﬁfl' = ClSrm,+ an 'n; (B12a)
BiNiPy = Ny Pidi, (B12b)
where
n+
N =80 (B13)

el

is the eigenvalue of the operator N, for the state |n), which
is one in the case n, = 1 for every g € O, that has a number
operator in N, and zero otherwise. Inserting Eq. (B12), the
operator in Eq. (B11) becomes

_it0y g i “ik®) @ 5
OB O = 7y 3 Nye 1 e “Oep..

i

(B14)

To achieve the shallowest possible measurement circuits
on the QPU, we want to represent the operators C; and 2; on
the Hilbert space H®? for the qubit register. As the guiding
state |Wp) implemented on this space is the same for all
interactions, we use the global index set Q to fix the order
of the individual qubit spaces H in the register space H®2. The
downside with this fixed order Q, however, is that it does not
separate the spaces that contain states that are affected and
unaffected by each interaction. To circumvent this shortcom-
ing, we work with operators on H®? that are ordered by #;Q

and apply the permutation operator 7; defined in Eq. (B3) to
rearrange the individual qubit operators and restore the fixed
order Q.

The isomorphism F — H®C given by Eq. (16) is consis-
tent with the Jordan—Wigner transformation [70], which is
represented on H®? by

6y, — i6
oA N X y N
= Q e~ @& B
qemQ qenQ
q'<q q>q

for all ¢ € Q, where the Pauli operators &,, &y, and &, are
represented by the associated Pauli matrices, and the identity
operator &y by the identity matrix, when the basis states |0)
and |1) for H are mapped to the column vectors (1, 0)T and
(0, 1)T for the vector space C2, respectively. As the binary
relation < has been defined with respect to the elements in
;@ rather than Q, the string operator depends on the inter-
actions. While this approach might appear to unnecessarily
complicate matters, the advantage is that the permutation in
Eq. (B3) was specifically chosen such that the representa-
tion of the operators on the right-hand side of Eq. (B14)
on H®C,

Cl_m®<6x l(fy> (Ux-i-lo’y) q®00’ B163)

qeQ
1)%
P~—m®ao®ao+( y O (B16b)
qEQ/ qEQ,

is unaffected by the string operator. Consequently, we do not
need to track the state-dependent sign that normally results
from the &, operators in the string operator.

Rather than diagonalizing Eq. (B16a) directly, which
would lead to unnecessarily large measurement circuits, we
expand each operator on H in the basis {6, 6x, 6y, 6;}. This
expansion yields

B17)

Z VinVim,

me/\/lz

where m = (my) .o, are indexed families obtained from the

Cartesian power M; = {x, y}Ql,
Vin = [T 1(=1yie (B18)
qGQl
are expansion coefficients, and
Vim = 1 Q) 6, ) 0. (B19)

qul qEQI

are Hermitian operators. The purpose of J,,, is to pick up
the phase factor i, if and only if m, =y, where the sign is
minus (plus) for nfq =1 (n;; = 0), i.e. the associated operator
&6y originates from a creation (annihilation) operator.

Each Hermitian operator V. can always be transformed
such that

Vim =R DRy, (B20)
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where Ry, is a umtary operator and D, is a real diagonal
operator. Because V;m is a tensor product on H®Q, we can
diagonalize the operator on each space H separately. Using the
rotation operators

« 60 — 6y « 6o + 16,

X \/5 ’ y \/5 ’
which describe one-qubit rotations around the x and y axes by
7 /2 and —m /2, respectively, we find

(B21)

6. =Rj6:R,, 6, =R[6.R,. (B22)
Thus, the solution to Eq. (B20) is
=7 ) RrRr ® 0, (B23a)
qeQ
Dy =7 Q) 6. ) 60. (B23b)
9€Q  qed,

forallm € M;.
Inserting Eq. (B20) into Eq. (B17) and multiplying by
Eq. (B16b), we eventually find the map

By = 2Q, > VinkR] (Za&)zezm, (B24)

memM, neN

on H®?, where the eigenvalue

Zn =[]0,

g€y

(B25)

follows from the eigenvalue (—1)" of &; for the state |n,) on
H. Inserting Eq. (B24) into Eq. (B14) finally yields the map

—iitey g ke _ T O ik (0)
e He =25 Ze " e " NinZn
neN
X Y VinR], 1) (n| Ry, (B26)
meM,

on H®?,

As any quantum state |Wy) € F maps to |Vy) € H®C, we
can now express the expectation value in Eq. (5a), using
Egs. (B2) and (B26), as Eq. (14a) with the coefficients in
Eq. (15) given by Eqgs. (B13), (B18), and (B25) for Nj,,, Vi,
and Z,, respectively. As the operator in Eq. (BS8) is already
diagonal, one also straightforwardly finds Eq. (14b) from this
equation.
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